Investigation of the Isomeric Ratio for $^{44m, g}$Sc

V. A. Zheltonozhsky 1) and V. M. Mazur

Institute for Electron Physics, National Academy of Sciences of Ukraine, Uzhgorod, Ukraine

Received January 26, 1999; in final form, April 16, 1999

Abstract—The isomeric ratios measured for $^{44m, g}$Sc in ($\gamma$, n), (p, n), (p, $\alpha$ p3$n$), and (p, 3$n$) reactions are presented. The values obtained in this way are compared with the results of calculations within the cascade-evaporation model and with data coming from an investigation of reactions like (n, 2n), and (d, t). © 2000 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

One of the ways to deduce information about the properties of nuclei consists in studying the excitation of isomeric nuclear states and measuring isomeric ratios in various nuclear reactions. These data are of interest both from the standpoint of their possible practical application—for example, in optimizing the conditions under which induced gamma radiation [1] can produce radioactive pharmaceuticals—and from the standpoint of studying reaction mechanisms and the viability of their theoretical description [2]. In this connection, comprehensive investigations that permit a comparison of data obtained in various nuclear reactions are of importance.

Among the few nuclide species that can be obtained experimentally, we would like to mention the $^{44}$Sc nucleus. Owing to the availability of this nuclide, the excitation of its isomeric states can be studied in various nuclear reactions, including $^{45}$Sc($\gamma$, n)$^{44m, g}$Sc, $^{45}$Sc(n, 2n)$^{44m, g}$Sc, $^{41}$K($\alpha$, n)$^{44m, g}$Sc, $^{44}$Ca(p, n)$^{44m, g}$Sc, $^{44}$Ca($\alpha$, p3$n$)$^{44m, g}$Sc, and $^{46}$Ti($\gamma$, p$n$)$^{44m, g}$Sc. The present article reports on a continuation and a generalization of an investigation of the energy dependences of $^{44}$Sc isomeric ratios in ($\gamma$, n), (p, n), (p, $\alpha$ p3$n$), and (p, 3$n$) reactions [3, 4].

2. EXPERIMENTAL PROCEDURE AND RESULTS

Methodologically, the activity of $^{44}$Sc can be measured rather straightforwardly. The half-lives of the 6+ isomeric (m) and the 2+ ground (g) state of $^{44}$Sc are $T_{1/2}^m = 2.44$ days and $T_{1/2}^g = 3.92$ h, respectively. The lines of gamma rays accompanying their decays have nearly 100% intensities. The decays of these states were identified by the photopeaks at 0.271 and 1.575 MeV, respectively. The isomeric ratios of the cross sections, $r = \sigma_m/\sigma_g$ [yields $Y_m/Y_g$ for ($\gamma$, n) reactions], were calculated by the formula

$$r = \frac{\sigma_m}{\sigma_g} = \frac{\lambda_g - \lambda_m}{\lambda_g - \lambda_m} \times \left[ \frac{N_g \Phi_m}{N_m \Phi_g} (\lambda_g - \lambda_m) - \frac{1}{t} \int_{t_1}^{t_2} \lambda_g \frac{f_m(t)}{\lambda_g f_g(t)} \, dt + \frac{1}{t} \int_{t_1}^{t_2} \lambda_g f_m(t) \, dt \right]^{-1}$$

(1)

Here, $\Phi_m = (\Omega/4\pi)\xi_m k_m, \alpha_{m,g}, (\Omega/4\pi)\xi_{m,g}, k_{m,g}, \alpha_{m,g}$ being, respectively, the photoefficiency, the line self-absorption factor in the sample under study, and the line intensity; $N_m$ and $N_g$ are the numbers of pulses in, respectively, the ground-state and the isomeric-state photopeak; and

$$f_m(t) = \left[ 1 - \exp(-\lambda_m t_{irrad}) \right] \exp(-\lambda_m t_{cool}) \times \left[ 1 - \exp(-\lambda_m t_{meas}) \right]$$

where $t_{irrad}$, $t_{cool}$, and $t_{meas}$ are, respectively, the irradiation time, the time of cooling, and the time of measurements; $\lambda_{m,g}$ is the decay constant; and $c = c_1 c_2 / c_3$ is a factor representing corrections for pulses that were missed and for those that overlapped. The spectroscopic data were borrowed from [5]. The ($\gamma$, n) reaction was investigated in a beam of bremsstrahlung photons from the M-30 microtron installed at the Institute for Electron Physics (Uzhgorod, Ukraine), whereas the reactions induced by charged particles were studied at the U-240 and U-120 cyclotrons of the Institute for Nuclear Research (Kiev, Ukraine). Our experimental procedure was described in detail elsewhere [4, 6].

The isomeric ratios of the yields ($d = Y_m/Y_g$) from the reaction $^{45}$Sc($\gamma$, n)$^{44m, g}$Sc were measured in the energy range $E = 12$–21 MeV. Figure 1a shows the experimental values of $d$ versus the endpoint energy of the bremsstrahlung spectrum $E_{\gamma,m}$ (closed circles). It can be seen that, above the threshold, $d$ increases sharply, reaching a plateau at $E_{\gamma,m} = 21$ MeV, its level being that of 0.21 ± 0.01, a value that is compatible, within the errors, with the result obtained previously at $E_{\gamma,m} = 22$ MeV (open circles) [7]. However, it is significantly larger than the isomeric ratio of the yields that was estimated in [8] as $d < 0.02$ for the reac-
we have calculated the isomeric and the ground state. After that, the yield \(Y_m\) of the isomeric state was determined as \(Y_m = dY_m/d + 1\) by using the measured isomeric ratios \(d\), which correspond to curve 1 in Fig. 1a. The calculation was performed with a step of 0.5 MeV. On the basis of the values obtained in this way for the yield \(Y_m\), we have then computed the cross section \(\sigma_m\) for the reaction \(^{45}\text{Sc}(\gamma, n)^{44m}\),\(^{8}\text{Sc}\) (Fig. 1b) with the aid of the Penfold–Leiss inverse matrix [10]. The mean-square error in the cross section at its maximum was about 15%. For sake of comparison, the total cross section for the reaction \(^{45}\text{Sc}(\gamma, n)^{44}\text{Sc}\) is also displayed in Fig. 1b (curve 2).

Since we have both the cross section \(\sigma_m\) and the cross section \(\sigma\) at our disposal, we can estimate the isomeric ratio \(r = \sigma_m/\sigma\). As a result, we find that, in the range 14–16 MeV, the isomeric ratio \(\sigma_m/\sigma\) is greater than the yield ratio \(Y_m/Y_g\) by about 10% and that, at energies in excess of 20 MeV, these two ratios virtually coincide (curve 2 in Fig. 1a). That the ratios \(\sigma_m/\sigma\) and \(Y_m/Y_g\) for the reaction being considered behave in the way described above gives sufficient grounds to believe that a comparison of the experimental values of the isomeric yield and cross-section ratios \((d\) and \(r\), respectively) would be reasonable for other reactions as well.

In dealing with protons and alpha particles, we employed targets 10–15 mg/cm\(^2\) thick manufactured from enriched \(^{44}\text{CaCO}_3\) in the form of a powder pressed with polyethylene and then baked at \(t = 100^\circ\text{C}\).

Target assemblies were irradiated with a proton beam from the U-120 cyclotron, the primary beam energy being \(E_p = 6.7\) MeV. The protons were moderated by aluminum foils. In order to study \((\alpha, p\alpha 3n)\) reactions, target assemblies were exposed to alpha particles of beams extracted from the U-240 cyclotron. The primary beam energies of 80 and 100 MeV were reduced, in that case, with the aid of tantalum foils. The irradiated targets were transported to a semiconductor spectrometer by a pneumatic rabbit. The proton and \(\alpha\)-particle ranges were calculated on the basis of data tabulated in [11].

We have also measured the isomeric ratios for the reaction \(^{51}\text{V}(p, \alpha p 3n)^{44m}\),\(^{8}\text{Sc}\) implemented by exposing foils from natural vanadium to 50- and 70-MeV protons of U-240 internal beams.

All the measurements were performed with semiconductor spectrometers having a resolution of about 2.0 keV for the \(^{60}\text{Co}\) gamma lines. The measurements were grouped into series with an interval of 2 to 3 h. In order to estimate the contribution of background admixtures, the residual activity was additionally measured after a lapse of a day since the completion of the exposure. The results obtained for the reactions \(^{44}\text{Ca}(p, n)^{44m}\),\(^{8}\text{Sc}\) and \(^{44}\text{Ca}(\alpha, p\alpha 3n)^{44m}\),\(^{8}\text{Sc}\) are displayed in Figs. 2 and 3, respectively. In these figures, the isomeric ratios for the reactions \(^{51}\text{Sc}(d, t)^{44m}\),\(^{8}\text{Sc}\) [12] (Fig. 2) and \(^{41}\text{K}(\alpha, n)^{44m}\),\(^{8}\text{Sc}\) [13] (Fig. 3) are also shown for the sake of comparison. For the \((p, \alpha p 3n)\) reaction in ques-
tion, it was found that $\sigma_{\gamma}/\sigma_{\gamma} = 1.4 \pm 0.2$ and $1.5 \pm 0.2$ at $E_p = 50$ and 70 MeV, respectively.

3. DISCUSSION OF THE RESULTS

A comparison of experimental data shows that the isomeric ratio $r$ is one order of magnitude greater in the $(\alpha, p3n)$ reaction in question than in the ($\gamma, n$) reaction (see Figs. 1a, 3a). This distinction is compatible with the statistical pattern, because alpha particles introduce a significant angular momentum in the target nucleus, predominantly populating the $6^+$ high-spin state.

A comparison of ($\gamma, n$), $(p, n)$, and $(d, t)$ reactions can be conveniently drawn in terms of the excitation energies of the residual nucleus. Figures 1–3 show the excitation energy $E^* = E - E_{th}$ (top scale), where $E_{th}$ is the threshold energy. It can be seen that, for the ($\gamma, n$) and $(d, t)$ reactions, the values of $\sigma_{\gamma}/\sigma_{\gamma}$ are nearly coincident with those of $(p, n)$ reaction. Qualitatively, this can be explained within the statistical approach by considering that the angular momentum of the input channel is $J = 1 + 7/2$ in the ($\gamma, n$) reaction and $J = 0 + (1/2$ or $3/2$) in the $(p, n)$ reaction. By merely taking into account equiprobable branching in gamma cascades from states with these spin values, we can find that the $6^+$ state is populated in the $(p, n)$ reaction with a probability that is 20–30 times less than that in the ($\gamma, n$) reaction.

In support of the above, we also note that recent studies of partial photonuclear channels ($\gamma, n$) and ($\gamma, p$) of giant-resonance decay that populate individual (th) levels of the final nucleus $A = 1$ showed that, for $^{44}$Sc, the statistical mechanism saturates 70 to 90% of all such decays [14]. In order to draw a comparison with experimental data, we have therefore estimated the isomeric ratios for the reaction $^{45}$Sc($\gamma, n$)$^{44m, 8}$Sc within the cascade–evaporation model (CEM) [15, 16], which is based on the statistical approach. In these calculations, it was assumed that the $^{45}$Sc nucleus absorbs a dipole photon. After the evaporation of a neutron, excited states of the daughter nucleus go over to the ground or the isomeric state via a cascade of $E1$ transitions. The density of nuclear levels was calculated by the Bethe–Bloch formula [17].

Curve 3 in Fig. 1a represents the results of these calculations. We note that consistent calculations within the above model [15, 16] fail to reproduce the experimental data. The agreement is achieved if the spin-cut-off parameter in the Bethe–Bloch formula is fixed at $\sigma = 3$ (curve 3 in Fig. 1a).

From Fig. 1a, it can be seen that, for the ($\gamma, n$) reaction, the results obtained with $\sigma = 3$ are qualitatively similar to the corresponding experimental data. The calculation with $\sigma = 3$ agrees with the experimental data at $E = 20$ MeV. We note that, for the reaction $^{45}$Sc($\gamma, n$)$^{44m, 8}$Sc at $E_{\gamma,m} = 45$ MeV, Völpel [18] obtained $\sigma_{\gamma}/\sigma_{\gamma} = 0.23$ and the spin-cut-off parameter of $\sigma = 2.8$, which is close to our value.

Calculations within a similar model that were performed in a number of studies to determine theoretically the isomeric ratios for the neutron-induced reaction $^{45}$Sc($n, 2n$)$^{44m, 8}$Sc also yielded close values for $\sigma$: for the ($n, 2n$) reaction at $E_n = 15.0$ MeV, Karolyi and Csikai [19] obtained $\sigma_{\gamma}/\sigma_{\gamma} = 0.71$, the agreement between the calculated and measured values being achieved at $\sigma = 3.5 \pm 0.1$; at $E_n = 14.1$ MeV, Völpel [18] found the value of $r = 0.91$, with the spin-cut-off parameter being fixed at $\sigma = 3.68$; at the same value of $E_n = 14.1$ MeV, Tatarczuk and Medikus [8] arrived at $r = 0.72$ and the spin-cut-off parameter of $\sigma = 3.68$.

A more sophisticated version of the CEM was used in [20] to calculate isomeric ratios for reactions induced by massive particles. In this version, the isomeric pair is populated on the basis of the scheme according to which low-lying states deexcite and which is known from experiments; in particular, it is considered that an yrast trap can escape from states in the vicinity on an yrast line that have angular momenta exceeding those of metastable states, and an yrast line is introduced.

The yrast-line energy is represented as

$$Y(J) = \frac{h^2}{2J}\sqrt{J(J + 1)},$$

Fig. 2. Isomeric ratios for $^{44}$Sc in the reactions (a) $^{44}$Ca($p, n$)$^{44m, 8}$Sc and (b) $^{45}$Sc($d, t$)$^{44m, 8}$Sc.
where \( \tilde{J} = \tilde{J}_{\text{rig}}[1 - b \exp(-0.693E/d)] \) is the moment of inertia of the nucleus. Here, \( b \) and \( d \) are numerical parameters (their commonly accepted values are \( b = 0.5 \) and \( d = 6 \) MeV), \( E \) is the excitation energy of the residual nucleus, and \( \tilde{J}_{\text{rig}} \) is the moment of inertia of a rigid body. The bracketed expression takes into account deviations of the moment of inertia from the rigid-body value at low excitation energies.

The density of nuclear levels was calculated on the basis of the expression prescribed by the back-shifted Fermi gas model; that is,

\[
\rho(E, J) = \frac{2J + 1}{24\sqrt{2\alpha^{1/4}}(E - \delta)^{5/4}\sigma^3} \times \exp\left\{2\sqrt{a(E - \delta) - (J + 1/2)^2/2\sigma^2}\right\},
\]

where \( \delta \) is a correction for even–odd distinctions and

\[
\sigma^2 = 0.0888(\alpha^2/6)[1 - b \exp(-0.693E/d)] \times \sqrt{a(E - \delta)A^{2/3}},
\]

For the energy dependence of the level-density parameter \( a \), we employed the phenomenological representation

\[
a = \tilde{a}(1 + f(E)\delta W/E),
\]

where \( \delta W = M_{\text{exp}}(Z, A) - M_{\text{LD}}(Z, A) \) (Z is the charge of the nucleus, and \( A \) is the number of nucleons in it) is the experimental value of the shell correction to the mass formula, \( M_{\text{exp}}(Z, A) \) and \( M_{\text{LD}}(Z, A) \) being, respectively, the experimental value of the nuclear mass and the binding energy of the nucleus in the liquid-drop model; \( \tilde{a} \) is the asymptotic value of the level-density parameter at high excitation energies,

\[
\tilde{a}/A = \alpha + \beta A
\]

(\( \alpha = 0.154 \) MeV\(^{-1} \), \( \beta = -6.3 \times 10^{-5} \) MeV\(^{-1} \)); and

\[
f(E) = 1 - \exp(-\gamma E), \quad \gamma = 0.054 \text{ MeV}^{-1}.
\]

Expression (5) is valid for \( E \gg T \) (\( T \) is the temperature of the nucleus); in view of this, the model level density was matched with the mean experimental level density at excitation energies of 0–2 MeV. If there was no experimental information, the model level density was matched with the value of \( \rho(E, J) = 1 \) MeV\(^{-1} \) in the vicinity of the yrast line.

In simulating the \((\alpha, p3n)\) reaction, we took into account all possible sequences of particle emission \((p3n, 2npn, \text{and } 3np)\). The results of the calculations are represented by solid curves in Figs. 2a and 3a. It can be seen that, for the reactions featuring charged particles, the experimental values in question are faithfully reproduced on the basis of the CEM version used here. This suggests that the reactions being discussed are governed predominantly by the statistical mechanism.

It should be noted that the yrast trap was not considered in the calculations. That the giant \( E1 \) resonance is split into two maxima (Fig. 1b) indicates that the \( ^{45}\text{Sc} \) nucleus is severely deformed. Figure 3b displays data on the isomeric ratios \( r \) of the cross sections for the \((\alpha, n)\) reaction [13]. We can see that, here, the ratio \( r \) begins to decrease as soon as the excitation energy of the residual nucleus reaches a value of \( E^* \sim 30 \) MeV. Concurrently, this is the excitation-energy value at which the ratio \( r \) calculated for the \((\alpha, p3n)\) reaction begins to deviate from experimental data. All these observations may be explained upon taking into account the yrast-line contribution.

Bogila and Kolomiets [21] showed that, from some value of the particle energy in the input channel, the populations of states in the vicinity of the yrast line in the residual nucleus affect significantly \( \sigma_{\text{part}}(E^*) \). In the \((\alpha, p3n)\) reaction, the \( ^{48}\text{Ti} \) compound nucleus is produced in states whose angular momenta exceed \( J_{\text{max}}^{(\alpha, p3n)} \) for excitation energies \( E^* \) of the residual nucleus not less than 25 MeV. This leads to \( \Gamma_{\gamma} \geq \Gamma_{\text{part}} \) (where \( \Gamma \) stands for the channel widths). In such situations, \( \sigma_{\gamma}/\sigma_{\text{part}} \) changes significantly upon taking into account the competition of channels involving particle emission in the gamma deexcitation of \(^{44}\text{Sc} \) in the vicin-
In the above, it follows that quite a vast body of experimental data on the excitation of the 6+ isomeric state of the $^{44}$Sc nucleus in various reactions is available at present. An analysis of these data shows that the statistical mechanism plays an important role over a wide range of excitation energies of the residual nucleus and a wide range of particle species. This result could seem important, but it should be taken with caution, because a direct mechanism can contribute significantly to $(d, t)$ reactions, as well as to $(p, n)$ reactions near the threshold, and because, in reactions featuring alpha particles, preequilibrium particle emission occurs at energies $E_\alpha > 25$ MeV.
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Abstract—In order to describe the doublet nucleon–deuteron system at low energies, Tomio et al. [Phys. Rev. C 35, 441 (1987)] proposed a two-body model featuring a potential whose asymptotic behavior is consistent with the Faddeev equation—that is, a potential involving a long-range component. The characteristics of the bound and the virtual triton and the position of the pole of $k\cot\delta$—these quantities were not considered in the above article of Tomio et al.—are calculated in the present study. A comparison of the results obtained in this way with analogous results for the short-range Hulthén and Yukawa potentials reveals that, for the doublet neutron–deuteron system, the effects of long-range interaction do not play a significant role—that is, the system in question is far from a state of the Efimov type. © 2000 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

The spin-doublet neutron–deuteron system is a classical testing ground for three-body Faddeev equations featuring various versions of nucleon–nucleon forces. Numerous investigations demonstrate that the properties of the neutron–deuteron system depend greatly on the version of $NN$ interaction. By way of example, we indicate that correlations of the Phillips line type [1] were discovered for the dependence of the triton binding energy $\varepsilon_T$ on the doublet scattering length $a_2$ and that correlations of the Girand–Fuda type [2] were found for the dependence of the virtual-triton binding energy $\varepsilon_{T*}$ on the same variable. The opinion that, because of the smallness of the deuteron binding energy $\varepsilon_d$ in relation to the triton binding energy $\varepsilon_T$, the three-body character of the neutron–deuteron system must play a decisive role even at energies below the threshold for deuteron breakup had long been prevalent in the literature. However, calculations within the $N/D$ method revealed [3–5] that the low-energy features of the neutron–deuteron system can be described fairly well within the two-body model taking no account of the three-body cut of the $S$ matrix in the complex plane of energy. It follows that a two-body potential model can also be used in this energy region.

The two-body potential model was proposed in [6, 7]. The first of these two studies relied on the Hulthén potential

$$V(r) = -V_0/[\exp(\mu r) - 1].$$

(1)

The parameters $V_0$ and $\mu$ were determined by fitting data on the scattering length $a_2$ and the binding energy $\varepsilon_T$ (for the neutron–deuteron system, the corresponding experimental values are $a_2 = 0.65$ and $\varepsilon_T = 8.48$ MeV). The nuclear vertex constant $G_T^2$ was calculated in [6], and the value obtained there complies well with that which was presented by Simenog et al. [8], who made use of the results of a phase-shift analysis of experimental data on elastic neutron–deuteron scattering. It should be recalled that the nuclear vertex constant $G_T^2$ and the asymptotic normalization factor $C_T^2$ in the radial wave function of the bound state are related by a linear equation (see below). In addition, it was shown in [6] that the proposed model reproduces fairly well the character of variations that the vertex constant calculated on the basis of Faddeev equations displays in response to changes in $a_2$ and $\varepsilon_T$ values. Later on, it was indicated in [9, 10] that other low-energy features of the doublet neutron–deuteron system—such as the position of the virtual pole (binding energy $\varepsilon_{T*}$ of the virtual triton $T^*$), the corresponding nuclear vertex constant ($G_{T*}^2$), and the position of the pole of $k\cot\delta$ [zero of the partial scattering amplitude $f(k)$] [10]—can be described satisfactorily on the basis of the same model without further fitting the parameters of the Hulthén potential.

In order to assess the sensitivity of the results to a specific form of the neutron–deuteron interaction potential, we calculated [10] all the aforementioned quantities for the Yukawa potential

$$V(r) = -V_0(\mu r)^{-1}\exp(-\mu r)$$

(2)

and arrived at results that agree fairly well both with experimental data and with the results obtained with the Hulthén potential.

Two potentials were proposed in [7]; of these, one (version B) has the form

$$V(r) = -V_0(R/r)^2[\sin(r/R)]^2\exp(-\mu r).$$

(3)
In contrast to the potentials (1) and (2), the potential (3) involves three parameters—\(V_0, R,\) and \(\mu\)—which were determined by fitting data on three quantities that include, in addition to \(a_2\) and \(\varepsilon_T\) mentioned above, the \(^3\text{He}\) binding energy. The objective of the study reported in [7] was to assess theoretically the doublet proton–deuteron scattering length associated with nuclear interaction. The aforementioned characteristics of the doublet neutron–deuteron system other than the analogous scattering length were not computed in [7].

The present study is aimed at (i) filling the existing gaps by calculating all the aforementioned low-energy features of the doublet neutron–deuteron system for the potential (3), (ii) refining the parameters of the potential (3), and (iii) comparing the results of these calculations for the potentials (1)–(3) in order to assess the sensitivity of these physical quantities to the character of the asymptotic behavior of a potential of the form

$$V(r) \rightarrow C(r)r^{-a}\exp(-\mu r),$$

where \(C(r) < \text{const},\) while the exponent \(a\) takes the values of \(n = 0, 1,\) and 2 for, respectively, the Hulthén potential, the Yukawa potential, and the potential (3) (which was used in [7]). We note that the potential (3) was chosen on the basis of the fact that the Faddeev equations lead to an effective interaction of the form \(V(r) \rightarrow C/r^2\) when the scattering length in the two-body subsystem tends to infinity. In the two-body potential model, this corresponds to the limit \(\mu \rightarrow 0.\)

In this study, we consider only the two-parameter problem, fixing the value of \(\mu R\) at 0.2646, as in [7]. This choice was motivated, on one hand, by the fact that there are correlations between the low-energy features of the doublet neutron–deuteron system and, on the other hand, by a desire to perform a systematic analysis of the potential models (1)–(3) at the same level of generality (that is, with two parameters). Varying \(\mu R\) is beyond the scope of the present study. We also made use of the scaling properties of the potential (3) (see [10]). This enabled us to consider such combinations of physical quantities (these combinations may include the potential parameters) that are invariant under the scaling transformations \(r \rightarrow \gamma r\) and \(p \rightarrow \gamma^{-1}p.\) The combinations in question depend only on the interaction strength \(g = K_0^2R^2,\) where \(K_0^2 = (2m_1\hbar^2)V_0,\) \(m_{1,2}\) being the reduced mass of the system. In the case of the neutron–deuteron system, which is considered here, the reduced mass is \(m_{12} = (2/3)m,\) where \(m\) is the nucleon mass. Specifically, we calculated the quantities

$$a\chi_1, \chi_1/\mu, \chi_2/\mu, \kappa_0/\mu, C_1, C_2,$$

where \(\chi_\alpha = (2m_1\varepsilon_\alpha/h^2)^{1/2},\) \(\varepsilon_1\) and \(\varepsilon_2\) being, respectively, the binding energy in the ground (real) state with principal quantum number \(n = 1\) and the binding energy in the first excited (virtual in this case) state with principal quantum number \(n = 2;\) \(\kappa_0 = (2m_1E_0/h^2),\) \(E_0\) being the position of the pole of \(k\cot\delta\) in the complex plane of energy \(E;\) and \(C_1\) and \(C_2\) are asymptotic normalization factors. It is well known that the nuclear vertex constant \(G^2\) and the asymptotic normalization factor \(C\) are related by the equation (see, for example, [9]; \(\nu \equiv T^\nu\))

$$
(\chi_{T,\nu})^2 = 3\pi(3/2)^2(\hbar/mc)^2\chi_{1,2}(C_{T,\nu})^2,
$$

$$
(C_{T,\nu})^2 = (2/3)(C_{1,2})^2.
$$

The distinction between \(C_{T,\nu}\) and \(C_{1,2}\) is associated with taking into account the identity of nucleons in the isospin formalism.

By eliminating the parameter \(g,\) we can obtain relations that involve the aforementioned scaling physical quantities—for example, \(C_1^2\) and \(a\chi_1\)—but which are free from the potential parameters. Allowances for the scaling properties of the potential simplifies considerably the procedure for fitting the potential parameters to specific values of \(a\) and \(\chi_1.\) In determining the parameters, we proceeded along the following chain:

$$a\chi_1 \rightarrow g \rightarrow \chi_0/\mu \rightarrow \mu \rightarrow R \rightarrow V_0.$$

As matter of fact, the above scaling properties make it possible to reduce the two-parameter problem to a one-parameter problem. This facilitates considerably the fitting of parameters and a comparison of the results obtained with the different potentials.

The virtual triton represents the first excited state of the triton. Therefore, its features are determined by the same parameter set as the features of the triton; that is, the quantities \(\chi_0,\) \(\chi_1,\) and \(\kappa_0—\text{or, on the energy scale, } \varepsilon_1\) and \(E_0—as\) well as \(C_{T,\nu},\) are determined simultaneously with \(\chi_0\) and \(C_1^2.\) The position of the virtual pole \((B_\nu = \varepsilon_2 = \varepsilon_T - \varepsilon_1,\) and the position of the pole \((E_0)\) of the function \(k\cot\delta\) are reckoned from the threshold for the neutron–deuteron scattering channel at \(E = -\varepsilon_d.\) A comparison of the \(a\chi_1\) dependences of \(C_1^2\) for all three potentials over a wide range of the interaction strengths, including those that correspond to the formation of the extremely light bound nuclear states [deuteron \(d,\) hypertriton \(3^3\text{H}_K,\) triton \(3^1\text{H}_L)], is of particular interest, because such a comparison does not involve the potential parameters explicitly.

In our calculations, we relied on the integral Lippmann–Schwinger equation and the Schrödinger equation in the momentum representation. Here, the doublet proton–deuteron scattering length was not calculated, because the method used here cannot take properly into account Coulomb interaction.
Below, we consider such energies at which it is legitimate to retain only the $s$ wave. We use the system of units where $\hbar = c = 1$.

2. EFFECTIVE POTENTIAL AND ANALYTIC PROPERTIES OF THE SCATTERING AMPLITUDE

That the pole Feynman diagram that corresponds to proton exchange between the deuteron and the neutron, the singularity of this diagram in momentum transfer lying closely to the physical region, plays an important role in neutron–deuteron scattering is a theoretical argument in favor of the two-body potential model. The corresponding singularities of the partial scattering amplitude are logarithmic branch points and the relevant cuts in the complex plane of momentum that go along the imaginary axis. The interval $(-ik_1, ik_1)$, where

$$k_1 = (2/3) \sqrt{m e_d} = 0.154 \text{ fm}^{-1}$$

— or, on the energy scale,

$$E_1 = -e / 3 = 0.738 \text{ MeV}$$

— is the domain of analyticity of the partial amplitude. This character of singularity can be simulated by using Yukawa type potentials—that is, potentials whose asymptotic behavior is given by (4), in which case a dynamical singularity occurs at $k = \pm \mu / 2$ (see, for example, [11]). Setting $\mu = 2k_1$, we obtain the range $M = \mu^{-1}$ of about 3 fm.

The properties being discussed follow from the analytic structure of the kernel of the Faddeev equation (see, for example, [12]). Among other things, it follows that a long-range interaction of the $1/r^2$ type arises when the scattering length for a pair subsystem tends to infinity. It is well known that this result in the accumulation of Efimov levels. Following the study of Efimov [13], Tomio et al. [7] deem it necessary to introduce the factor $1/r^2$ in the potential of the two-body model as well. It should be emphasized, however, that this character of long-range interaction is indeed of importance if the physical system under study is close to a state where the Efimov effect manifests itself—that is, where $\mu \to 0$. As a matter of fact, the actual parameters of the nucleon–nucleon interaction are such that the doublet neutron–deuteron system has only one bound state (triton). For this reason, it is natural to expect that a specific form of potential—and in particular, the value of the exponent $n$ in (4)—does not play a very important role, provided that an exponential decrease of the potential at infinity is ensured. On this basis, we believe (see also [6]) that all the above potentials (1)–(3) can be used on equal terms to construct a model description of the characteristics of the doublet neutron–deuteron system. The oscillations of the potential (3) look somewhat unnatural. Tomio et al. [7] questioned the applicability of “conventional” short-range potentials—in particular, the exponential and the Yukawa potentials—to the problem being discussed, but the critical comments of those authors do not seem justified. For example, their general statements that experimental data on the virtual triton cannot be reproduced with short-range potentials and that such potentials give no way to determine correctly the pole of the function $k \cot \delta$ are invalid, because they are at odds with the results obtained in [9, 10]. The assertion that the virtual state of the triton is unobservable physically, another point advocated in [7], does not withstand experimental tests—in fact, the existence of the state in question was reliably established on the basis of experimental data via a phase-shift analysis of doublet neutron–deuteron scattering (see [8]) and was confirmed by numerous calculations relying on the Faddeev equations for various models of nuclear forces (see, for example, [14]); we admit, however, that it is rather hard to see this state in neutron–deuteron scattering directly.

In analyzing the results of our numerical calculations, we rely on what is known from quantum scattering theory, as well as on the theorem of symmetry for bound and virtual levels (15), and on its important corollary concerning the trajectories of the zeros of the partial scattering amplitude $f(k)$ [16]. Recall that, for Yukawa type potentials, whose asymptotic behavior is given by (4) (with $n \leq 2$), it was proven in [15] that the disposition of the points at which the trajectories of the poles for bound and virtual states intersect the lines of dynamical singularities is characterized by a mirror symmetry with respect to the zero-momentum axis. It was shown in [16] that these symmetry points also belong to the trajectories of the poles of $k \cot \delta$ (zeros of $f(k)$). For Yukawa type potentials, the trajectories of the zeros of $f(k)$ issue from the points where the scattering length $a$ is zero ($a = 0$) and intersect the lines of dynamical singularities simultaneously with the trajectories of the poles corresponding to bound and virtual levels—that is, at the same symmetry points.

3. COMPUTATIONAL METHOD, CHOICE OF PARAMETERS, AND RESULTS OF THE COMPUTATIONS

The low-energy features of the doublet neutron–deuteron system whose behavior is governed by the potential (3) were computed by solving the integral Lippmann–Schwinger and Schrödinger equations in momentum space. These calculations are completely analogous to those for the Yukawa potential (see [10]). In order to describe virtual states, we used analytic continuations of these integral equations to the unphysical sheet of energy (see, for example, [14]). These equations feature the Fourier transform $V(k, k')$ of the potential $V(r)$—in particular, its values at imaginary momenta and at zero momentum as well. The potential in the form (3) is convenient because the function $V(k, k')$ is known for it in an analytic form (see Appendix).

The results of the calculations for the scaling quantities in (5) are presented in Fig. 1 ($M = \mu^{-1}$) versus the potential strength. For the argument, we took the quantity $\rho = \sqrt{g / g_{at}}$, where $g_{at} = 1.4218$ is the $g$ value at which the ground state becomes a bound state. It is interesting to note that, for the potential (3), the $\rho$
dependence of \( \chi_1M \) is nearly linear; a linear relation between \( \chi_1M \) and \( g \) holds approximately for the Yukawa potential and exactly for the Hulthén potential (see \[6, 10\]). The results obtained for the parameters of the potential (3) by fitting the experimental values of \( \epsilon_T \) and \( a_2 \) for the doublet neutron–deuteron system are displayed in Table 1, along with the parameter values from [7]. The fitting was implemented according to the chain presented in (7). The \( R \) and \( \mu \) values obtained in the present study are close to those from [7]. Our potential-depth value of \( V_0 = 40.5 \text{ MeV} \) is somewhat greater than that presented in [7]. The slight difference of \( \Delta V_0 \approx 0.7 \text{ MeV} \) affects, however, the value of the scattering length \( a_2 \), a quantity that shows the highest sensitivity to changes in parameter values. By using the parameter values from [7] (see Table 1), we obtained \( a_2 = 0.82 \text{ fm} \), the experimental value being \( 0.65 \text{ fm} \). For the position of the closest dynamical singularity at \( k = \pm iP \), the value of \( \mu \approx 0.15 \text{ fm}^{-1} \) found from fitting for the exponent in (3) yields \( \mu = \mu/J = 0.075 \text{ fm}^{-1} \). The last value is approximately one-half as great as the momentum value that determines the position of the singularity associated with one-nucleon exchange (\( k_1 = 0.154 \text{ fm}^{-1} \)).

The value of the potential range \( (M = \mu^{-1}) \) is of crucial importance for correctly describing the position of the virtual level of the triton. Indeed, the trajectory of the virtual level (of the energy of the first excited state), \( \chi_2M \), cannot intersect the line of the first dynamical singularity determined by \(|pM| = 0.5 \) until the trajectory of the bound level approaches this line—that is, until \( \rho \) reaches a value of about 1.12, in which case \( \chi_1M = 0.5 \). The value of \( \rho \approx 1.68 \) corresponds to the experimental value of \( \alpha_{\lambda 2} = 0.291 \). This sets the constraint \( \chi_2 \leq \mu/2 = 0.0753 \text{ fm}^{-1} \). On the energy scale, we accordingly have \( B_c \leq 0.18 \text{ MeV} \), which is three times as small as the well-known estimate \( B_c \equiv 0.5 \text{ MeV} \), which was deduced from experimental data, as well as from the calculations based on the Faddeev equations. A comparison of the characteristics of the doublet neutron–deuteron system for the potentials (1)–(3) is illustrated in Table 2. This table also displays the results of the phase-shift analysis of experimental data that was performed for this system by using the modified formula of effective-range theory for the function \( k\cot \delta \), which has a pole at \( k = \pm ik_0 \) and which involves (or which does not involve) a \( k^4 \) term:

\[
k\cot \delta = \left(1 + \frac{k^2}{\kappa_0^2}\right)^{-1}\left(-1/a + C_2k^2 + C_4k^4\right).
\]

For the asymptotical normalization constant, this yields (see \[10\] and references therein)

\[
C_2^2 = \left(1 - \frac{\chi_2^2}{\kappa_0^2}\right)/(1 - 2C_2\chi_2 - 3\chi_2^2/\kappa_0^2 + 4C_4\chi_2^3).
\]

It is worth noting that the position of the dynamical singularity in modified effective-range theory (equation (8)) is close to the singularity of the Feynman diagram for one-nucleon exchange \( (E_1 = 0.738 \text{ MeV}) \). The position of the dynamical singularity in the two-body model that employs the Hulthén potential \( [\text{at } n = 0 \text{ in (4)}] \), this singularity appears to be a spurious pole also proves to be close to the position of the singularity of this diagram. In the case of the Yukawa potential, the corresponding point (on the energy scale) is offset from the physical region by a distance twice as large as those in the preceding examples. For the potential given by

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Potential & Parameter & \( V_0, \text{ MeV} \) & \( R, \text{ fm} \) & \( \mu, \text{ fm}^{-1} \) & \( \epsilon_T - \epsilon_d, \text{ MeV} \) & \( a_2, \text{ fm} \) \\
\hline
Tomio et al. & & 39.839 & 1.7571 & 0.1506 & 6.013 & 0.822 \\
Our study & & 40.495 & 1.7565 & 0.1507 & 6.260 & 0.650 \\
\hline
\end{tabular}
\caption{Parameters of the potential (3) and their fitted values}
\end{table}

Note: So large a number of decimal places have been presented only because this was done in [7] (since the model in question is quite rough, it is sufficient to calculate only three decimal places).
the dynamical singularity is one order of magnitude closer to the physical region than for the Yukawa potential. So great a distinction is due to the concerted effect of two factors, the different powers of $r \ [n = 2$ in the potential given by (3)] and the presence of the oscillating factor in the potential (3). Both these factors smooth out the attractive properties of the potential, but this is compensated by an increase in its range ($M = \mu^{-1}$) and an increase in its depth ($V_0$). For the potentials (1)–(3), the depth and range parameters are compared in Table 3. These parameters do not differ very strongly for the potentials (1) and (2). In the case of the potential (3), the depth $V_0$ is approximately twice as large as those for the potentials (1) and (2), the corresponding potential ranges being roughly in the ratios $M_j/M_1 \approx 3$ and $M_j/M_j = 2$. From the point of view of practical applications in the theory of nuclear reactions, the most important quantity is the vertex constant $G_T^2$; its value obtained for the potential (3) is close to the results that are produced by the Hulthén potential and by modified effective-range theory according to equations (8) and (9) (see Table 2). The same can be seen in Fig. 2, which illustrates the relationship between the asymptotic normalization factor $C_T^2$ and the quantity $\alpha_{\chi_1}$. The results obtained with the potentials (1)–(3) are qualitatively similar, but they deviate drastically from the curve computed in the effective-range approximation [see equation (6) from the present study and equation (8) from [10]]:

$$C_{\text{eff.range}}^2 = \alpha_{\chi_1}/(2 - \alpha_{\chi_1}).$$

The distinctions emerge immediately beyond the deuteron region, where $\alpha_{\chi_1} = 1.26$. For the potential (3), the position of the pole of the function $k\cot\delta$ on the energy scale ($E_0 = 0.15$ MeV) is strongly underestimated in relation to the results produced by the Hulthén and Yukawa potentials (see Table 2), as well as in relation to the experimental value of $E_0 = 0.15$ MeV [8]. In all probability, this is also because the value obtained for the range $M$ as the result of fitting is overly great, as was discussed above in connection with the position of the pole for $T^*$. As can be seen from Fig. 1, the latter takes the maximum possible value at given $M$ because the trajectory of $\chi_1 M$ tends to the dynamical-singularity line as $\rho$ approaches 1.8, the experimental value of $\alpha_{\chi_1}$ for the doublet neutron–deuteron system corresponding to $\rho = 1.68$. We cannot rule out the possibility that,

---

**Table 2. Features of the doublet neutron–deuteron system**

<table>
<thead>
<tr>
<th>Model</th>
<th>$G_T^2$, fm</th>
<th>$B_\nu$, MeV</th>
<th>$-G_\nu^2$, fm</th>
<th>$-E_0$, MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effective-range theory:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[8, 10], $C_4 \neq 0$</td>
<td>1.48</td>
<td>0.530</td>
<td>0.0073</td>
<td>0.150</td>
</tr>
<tr>
<td>[17], $C_4 = 0$</td>
<td>0.33</td>
<td>0.482</td>
<td>0.008</td>
<td>0.047</td>
</tr>
<tr>
<td>Hulthén potential [9, 10]</td>
<td>1.48</td>
<td>0.75</td>
<td>0.018</td>
<td>0.20</td>
</tr>
<tr>
<td>Yukawa potential [10]</td>
<td>1.16</td>
<td>0.61</td>
<td>0.025</td>
<td>0.18</td>
</tr>
<tr>
<td>Potential of Tomio et al. from [7]</td>
<td>1.47</td>
<td>0.176</td>
<td></td>
<td>0.063</td>
</tr>
</tbody>
</table>

---

**Fig. 2.** Results of the calculation for the asymptotic normalization factor $C_T^2$ of the radial wave function of the ground bound state versus the product $\alpha_{\chi_1}$. The calculations were performed with the Hulthén potential (Hu); the Yukawa potential (Yu); and the potential in the form (3) (Tom), which was introduced in [7] and which takes into account long-range interaction. Closed circles represent the results obtained with the potentials (1)–(3) are qualitatively similar, but they deviate drastically from the curve computed in the effective-range approximation [see equation (6) from the present study and equation (8) from [10]]:

$$C_{\text{eff.range}}^2 = \alpha_{\chi_1}/(2 - \alpha_{\chi_1}).$$

---

The distinctions emerge immediately beyond the deuteron region, where $\alpha_{\chi_1} = 1.26$. For the potential (3), the position of the pole of the function $k\cot\delta$ on the energy scale ($E_0 = 0.063$ MeV) is strongly underestimated in relation to the results produced by the Hulthén and Yukawa potentials (see Table 2), as well as in relation to the experimental value of $E_0 = 0.15$ MeV [8]. In all probability, this is also because the value obtained for the range $M$ as the result of fitting is overly great, as was discussed above in connection with the position of the pole for $T^*$. As can be seen from Fig. 1, the latter takes the maximum possible value at given $M$ because the trajectory of $\chi_1 M$ tends to the dynamical-singularity line as $\rho$ approaches 1.8, the experimental value of $\alpha_{\chi_1}$ for the doublet neutron–deuteron system corresponding to $\rho = 1.68$. We cannot rule out the possibility that,
in the case of the potential (3), the results for $B_\ast$ and $E_0$ can be refined by including the third parameter $R_\mu$ in our fitting procedure.

It should be emphasized that, in effective-range theory, the $G_T^2$ value at $C_3 = 0$ differs dramatically from those at $C_3 \neq 0$. We note that, by formally extending equation (10) to the region where $\alpha = 1$, we obtain the value of $G_T^2 = 0.17$. Adhikari [5], who derived formulas of the $N/D$ method that correspond to expression (9) with $C_3 = 0$, also drew attention to the $G_T^2$ value strongly underestimated in relation to the results of the calculations from [2], which were based on the Faddeev equations. The conclusion of Adhikari was radical and incorrect: he asserted that the above implies the need for taking into account the three-body cut of the $S$ matrix. In our opinion, the reason behind the aforementioned discrepancy is that, in [5], the number of terms retained in the expansion of the amplitude (or the function $k \cot \delta$) in power series in $k$ was insufficient. In Table 2, a dash is placed instead of the $G_T^2$ value for the case being discussed, because it is meaningless to calculate this quantity when the virtual-pole position nearly coincides with the position of the dynamical singularity.

<table>
<thead>
<tr>
<th>Potential</th>
<th>$V_0$, MeV</th>
<th>$\mu$, fm$^{-1}$</th>
<th>$-E_1$, MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hulthén [9, 10]</td>
<td>22.11</td>
<td>0.506</td>
<td>1.01</td>
</tr>
<tr>
<td>Yukawa [10]</td>
<td>17.43</td>
<td>0.360</td>
<td>2.01</td>
</tr>
<tr>
<td>Tomio et al. [7]</td>
<td>40.50</td>
<td>0.1507</td>
<td>0.352</td>
</tr>
</tbody>
</table>

Note: The one-nucleon-exchange diagram leads to a singularity at $E_1 = -0.738$ MeV

Table 3. Parameters of the potentials (1)–(3) and position $(-E_1)$ of the closest dynamical singularity

orbital angular momentum $l$ are suppressed for the sake of brevity:

$$
g(q) = (2\pi^2)^{-1} \int_0^\infty [V(q, k)g(k)/(z - k^2/2m_{12})]k^2 dk + (i/\pi)m_{12}g(p)V(q, p),$$

$$
g(p) = [1 - (i/\pi)m_{12}pV(p, p)]^{-1}(2\pi^2)^{-1} \times \int_0^\infty [V(p, k)g(k)/(z - k^2/2m_{12})]k^2 dk. 

Here, $p = \sqrt{2m_{12}z}$ is the arithmetic value of the square root, $z$ is the eigenvalue of energy $E$ (it is real and negative for a virtual level), and $V(q, k)$ is the Fourier transform of the potential. The method that we used in dealing with this set of equations consisted in the following. First, we solved the nonhomogeneous equation (11), imposing the normalization condition $g(p) = 1$. After that, the eigenvalue of $z$ was determined from equation (12). In order to find $G_T^2 |G_v = g(\mathbf{r}_v)|$, we used the generalized normalization condition [12, 14]

$$
\left\{ [q^2 - p^2]^{2}g^2(q) dq + (i\pi/2p) g^2(p) \right\} \times \left\{ 1 + 2p[dg(k)/dk]_{k=p}(g(p)) = 2\pi^2 (\hbar/2m_{12}c)^2. 

In the case of a bound state, the second term is present neither on the right-hand side of (11) nor on the left-hand side of (13). The scattering length and the position of the zero of the amplitude $f(k)$ were determined by solving the conventional nonhomogeneous integral Lippmann–Schwinger equation (see, for example, [10]).

4. CONCLUSION

To summarize, we can state that the effects of long-range interaction are insignificant in the case of the doublet neutron–deuteron system and that the potential (3), which has a correct asymptotic behavior, does not show substantial advantages over short-range potentials usually used in nuclear physics, such as the
Yukawa and Hulthén potentials. It seems that the Hulthén potential provides quite a reasonable description of the low-energy properties of the doublet neutron–deuteron system; this potential is especially convenient because an analytic solution to the problem in the \( s \) wave is known for this case. It would be desirable to improve the precision to which the nuclear vertex constant \( G_T^2 \) is determined experimentally. This would make it possible to make a more motivated choice between various potentials of the two-body model that are used in describing the doublet neutron–deuteron system at low energies.
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**APPENDIX**

By definition, the Fourier transform of the potential \( V(r) \) for an orbital angular momentum \( l \) is

\[
V_l(q, k) = 4\pi \int_0^\infty j_l(q r) j_l(k r) V(r) r^2 dr, \tag{A.1}
\]

where \( j_l(x) \) is a spherical Bessel function \( j_l(x) = x^{-l} \sin(x) \). For the potential (3), we can easily obtain (see [21, item 3.948]) the expression \( (l = 0) \)

\[
V(q, k) = - (\pi/2)[V_0 R^2/\mu] \nu(x, y); \quad x = q/\mu, \quad y = k/\mu, \quad \alpha = 2\mu R; \tag{A.2}
\]

\[
\nu(x, y) = (xy)^{-1}[F_1(x, y, \alpha) + F_2(x, y, \alpha) - F_2(x, y, 0)];
\]

\[
F_1(x, y, \alpha) = w_1(x, y, 0) - w_1(x, y, \alpha),
\]

\[
F_2(x, y, \alpha) = w_2(x, y, \alpha) + w_2(x, y, -\alpha),
\]

\[
w_1(x, y, \alpha) = [\nu_1(x, y, \alpha) + \nu_1(x, y, -\alpha)]/2,
\]

\[
w_2(x, y, \alpha) = \nu_2(x, -y, -\alpha) - \nu_2(x, y, \alpha),
\]

where

\[
\nu_1(x, y, \alpha) = \ln[1 + (x - y + \alpha)^2]/[1 + (x + y + \alpha)^2]; \tag{A.3}
\]

\[
\nu_2(x, y, \alpha) = (x + y + \alpha) \arctan(x + y + \alpha).
\]

The absolute value is taken in the argument of the logarithm, since we need its real branch. It is worthwhile to present expressions for \( \nu(x, ib) \) for the case where one of the arguments is purely imaginary. This function is required for calculating the asymptotic normalization factor; it is also needed for calculations on an unphysical sheet of energy in the case of a bound or a resonance state [see equations (11)–(13)]. By using expressions (A.2) and (A.3) and going over to the limit \( y \to ib \), we arrive at

\[
\nu(x, ib) = (2/xb)[-\nu_3(x) + 0.5[\nu_3(x + \alpha) + \nu_3(x - \alpha)] \tag{A.4}
\]

\[-\Im[\nu_4(x + \alpha) + \nu_4(x - \alpha) - 2\nu_4(x)]},
\]

where

\[
\nu_3(x) = \arctan[2bx/(1 + x^2 - b^2)] + \pi \theta(b^2 - 1 - x^2), \tag{A.5}
\]

\[
\nu_4(x) = (x + ib) \arctan(x + ib). \tag{A.6}
\]

The second term on the right-hand side of (A.5)—it contains a Heaviside step function \( \theta(t) = 1 \) for \( t > 0 \) and \( \theta(t) = 0 \) for \( t < 0 \)—has been introduced in order to ensure the continuity of the function \( \nu_4(x) \) when the principal value of the arctangent (first term) is used. From (A.2) and (A.3), we can easily find that, at \( x = y = ib \), the potential is given by

\[
\nu(ib, ib) = (-b^2)[-\ln|1 - 4b^2| - \ln(1 + \alpha^2)
\]

\[+\ln|1 + (\alpha + 2ib)^2| + 2b \ln(|1 - 2b|/|1 + 2b|}\] \tag{A.7}

\[+ 2\alpha \arctan \alpha - 2\Re[(\alpha + 2ib) \arctan(\alpha + 2ib)]\}

In order to calculate the scattering length, we must have at our disposal an expression for the potential where one or both arguments are close to zero. These expressions can be obtained easily with the aid of equations (A.2) and (A.3), which can be used down to very small values of the arguments. In the limit \( x \to 0 \) or \( y \to 0 \), it is necessary evaluate an indefinite form of the 0/0 type. In particular, we have

\[
\nu(0, 0) = 4\alpha^2/(1 + \alpha^2). \tag{A.8}
\]
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The $^6\Lambda\Lambda$He and $^9\Lambda\Lambda$Be hypernuclei are treated as the $S = 0, T = 0$ (for the former) and $S = 1/2, T = 0$ (for the latter) bound states of the three-cluster systems $\Lambda\Lambda\Lambda$ and $\Lambda\alpha\alpha$, respectively. The cluster-reduction method is used to solve the s-wave differential Faddeev equations for these systems. On the basis of the MT I–III model, the $\Lambda\Lambda$ interaction potential is specified in the form $V_{\Lambda\Lambda} = \frac{2}{3} V_{NN}$. Phenomenological potentials are used to describe $\Lambda\alpha$ and $\alpha\alpha$ interactions. The binding energies of the $^6\Lambda\Lambda$He and $^9\Lambda\Lambda$Be hypernuclei and the parameters of low-energy $\Lambda$-hyperon and $\alpha$-particle scattering on a $^3\Lambda$He hypernucleus are calculated. It is shown that the proposed $\Lambda\Lambda$ interaction potential makes it possible to reproduce faithfully the binding energy of the $^6\Lambda\Lambda$He hypernucleus and that scattering in the $\Lambda^5\Lambda$He system is similar to neutron scattering on a deuteron.
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1. INTRODUCTION

In recent years, much attention in nuclear physics has been given to three-particle systems consisting of two identical particles and a third particle different from the first two. Among the factors that provoke this interest, we would like to indicate the development of baryon models and attempts at obtaining a consistent description of the properties of baryons at different energies [1–4]. A feature peculiar to these realms is that experimental data on direct interactions of baryons at energies [1–4] and attempts at obtaining a consistent description of the properties of baryons at different energies [1–4] are scanty. A calculation of the binding energy of the $^6\Lambda\Lambda$He nucleus is hardly be solved without invoking supercomputers. Only in some recent studies were there systems like those mentioned above ($\Lambda NN$) analyzed on the basis of Faddeev equations with realistic interaction potentials.

In the present article, the three-particle systems $\Lambda\Lambda\alpha$ and $\alpha\alpha\Lambda$ are investigated on the basis of Faddeev equations in configuration space. In the s-wave approximation, which is used here, the equations for the coordinate parts of the Faddeev components take the same form for the two systems in question. The s-wave Faddeev equations are numerically solved by the cluster-reduction method. Previously, we used this method in [7–9] to study three- and four-nucleon systems and in [10] to study the $\Lambda np$ system. In our calculations, $\Lambda\alpha$ and $\alpha\alpha$ intercluster interactions are simulated by the phenomenological potentials from [11, 12]. The $\Lambda\Lambda$ interaction is specified on the basis of the s-wave model employing the MT I–III potential [13] modified as in [14], the singlet component of the $\Lambda\Lambda$ interaction potential being taken in the form $V_{\Lambda\Lambda} = \frac{2}{3} V_{NN}$. The hypothesis that the singlet $\Lambda\Lambda$ interaction is similar to the singlet nucleon–nucleon interaction has already been put forth in some previous studies. In our model, the proportionality factor between the $\Lambda\Lambda$ and $NN$ potentials is chosen in such a way as to reproduce the experimental value of the $^6\Lambda\Lambda$He binding energy.

The ensuing exposition is organized as follows. In Section 2, we describe the model and present the $s$-wave differential Faddeev equations for the $\Lambda\Lambda\alpha$ and $\alpha\alpha\Lambda$ systems. There, we also give a brief account of the

* e-mail: filikhin@cph10.phys.spbu.ru
method for solving these equations on the basis of cluster reduction. Section 3 contains the results of the calculations for the hyperon binding energy in the $^{\Lambda\Lambda}$He and $^9$Be nuclei. The rate at which the results of the calculations performed within the proposed approach converge is investigated in the same section. The wave functions of the hypernuclei are used to assess the degree of clustering in the systems being considered. Further, we investigate two-cluster scattering at energies below the three-body threshold—namely, $^{\Lambda\Lambda}$He scattering and $^9$Be scattering. We calculate the relevant phase shifts and the parameters of the effective-range expansion. It is shown that the behavior of the function $p \cot(\delta)$ for $^{\Lambda\Lambda}$He scattering is similar to that in the case of $nd$ scattering.

2. BASIC EQUATIONS AND METHOD FOR SOLVING THEM

We consider a three-particle system involving two identical charged particles. In order to describe this system, we make use of modified differential Faddeev equations, where the Coulomb potential of interaction between the charged particles is included in the unperturbed Hamiltonian. Specifically, we have

$$(H_0^u + V_{\text{Coul}} + V_{12} - E)U = -V_{12}(W + \alpha P_{12} W),$$

$$(H_0^w + V_{\text{Coul}} + V_{13} - E)W = -V_{13}(U + \beta P_{12} W),$$

where $\alpha = -1$ (+1) for fermions (bosons), while the components $U$ and $W$ of the total wave function $\Psi$ correspond to, respectively, the $\{12\}$ and the $\{13\}$ partition of the $\{123\}$ system. The relevant kinetic-energy operators are denoted by $H_0^u$ and $H_0^w$. By convention, the particles of the $(12)$ pair are taken to be identical. We denote by $P_{ij}$ the operator of particle permutation in the $(ik)$ pair, by $V_{12}$ the short-range pair interaction potentials, and by $V_{\text{Coul}}$ the Coulomb potential of the $(12)$ pair. The total wave function of the system can be represented as

$$\Psi = U + (1 + \alpha P_{12})W.$$

For the $\Lambda\Lambda\alpha$ and $\alpha\alpha\Lambda$ systems in the $S = 0, T = 0$ and $S = 1/2, T = 0$ spin–isospin states, respectively, the $s$-wave differential Faddeev equations form, in either case, a set of two coupled equations for the coordinate components of the spinors $U$ and $W$, that is,

$$[h_0^u + \nu_{\text{Coul}}^u(x) + v_{12}(x) - E]U(x, y) = -v_{12}(x)\int_{-1}^1 du \frac{xy}{x'y'}W(x', y'),$$

$$[h_0^w + \nu_{\text{Coul}}^w(x, y) + v_{13}(x) - E]W(x, y) = -v_{13}(x)\int_{-1}^1 du \frac{xy}{x'y'}W(x', y'),$$

where $h_0^u$, $h_0^w$, and $v_{12}$ are the kinetic-energy operators that are expressed in terms of the Jacobi coordinates and which correspond to, respectively, the $\{12\}$ and the $\{13\}$ partition of the $\{123\}$ system. The Jacobi coordinates of the system being considered are schematically illustrated in Fig. 1.

For the $\Lambda\Lambda\alpha$ system, we have

$$m_3 = m_\Lambda, \quad m = m_\alpha, \quad v_{12}(x) = V_{\Lambda\Lambda}(x)\frac{m_\Lambda}{\hbar^2},$$

$$v_{13}(x) = V_{\Lambda\alpha}(x)\frac{m_\alpha}{\hbar^2},$$

where $m_\Lambda$ is the $\Lambda$-hyperon mass, $m_\alpha$ is the alpha-particle mass, $V_{\Lambda\Lambda}(x)$ is the singlet part of the $\Lambda\Lambda$ interaction potential, and $V_{\Lambda\alpha}(x)$ is the potential of interaction between the $\Lambda$ hyperon and the alpha particle. There are no Coulomb potentials in the $\Lambda\Lambda\alpha$ system:

$$v_{\text{Coul}}^u(x) = v_{\text{Coul}}^w(x, y) = 0.$$

For the $\alpha\alpha\Lambda$ system, we have

$$m_3 = m_\alpha, \quad m = m_\Lambda, \quad v_{12}(x) = V_{\alpha\alpha}(x)\frac{m_\alpha}{\hbar^2},$$

$$v_{13}(x) = V_{\alpha\Lambda}(x)\frac{m_\Lambda}{\hbar^2},$$

where $V_{\alpha\alpha}(x)$ is the $\alpha\alpha$-interaction potential. The Coulomb potentials $v_{\text{Coul}}^u(x)$ and $v_{\text{Coul}}^w(x, y)$ are given by

$$v_{\text{Coul}}^u(x) = n/x, \quad v_{\text{Coul}}^w(x, y) = n/r_s,$$

where $r_s = \max\{bx, y\}$ (the parameter $b$ will be defined below). The transformations of the coordinates in the
integral terms of equations (2) are given by

\[ x' = \left( \frac{1}{4} x^2 + y^2 + xyu \right)^{1/2}, \]

\[ y' = ((ax)^2 + (by)^2 - 2abxyu)^{1/2}, \]

\[ x_1 = ((bx)^2 + y^2 - 2bxyu)^{1/2}, \]

\[ y_1 = \left( (ax)^2 + \frac{1}{4} y^2 + axyu \right)^{1/2}, \]

\[ x_2 = ((cx)^2 + y^2 + 2cxyu)^{1/2}, \]

\[ y_2 = (4(abx)^2 + (cy)^2 - 4abcyu)^{1/2}, \]

where \( a = \frac{12m + m_3}{2m + m_3}, b = \frac{m_3}{m + m_3}, \) and \( c = \frac{m}{m + m_3} \)

\((a = 0.615, b = 0.77, \) and \( c = 0.23 \) for the \( \Lambda\Lambda\alpha \) system and \( a = 0.885, b = 0.23, \) and \( c = 0.77 \) for the \( \alpha\alpha\Lambda \) system).

The potential of interaction between two alpha particles is given by \([11]\)

\[ V_{aa}(r) = V_1 \exp\left( -\frac{r^2}{\beta_1} \right) + V_2 \exp\left( -\frac{r^2}{\beta_2} \right), \tag{3} \]

where \( V_1 = 125.0 \) MeV, \( \beta_1 = 1.53 \) fm, \( V_2 = -30.18, \) and \( \beta_2 = 2.85 \) fm. The interaction between the \( \Lambda \) hyperon and the alpha particle has the form \([12]\)

\[ V_{a\Lambda}(r) = V_0 \exp\left( -\frac{r^2}{\beta_0} \right), \]

where \( V_0 = -47.97 \) MeV and \( \beta_0 = 1.566 \) fm. Equations (2) must be supplemented with the asymptotic boundary conditions for the components \( U \) and \( W. \) States that belong to the discrete spectra of the systems being considered correspond to boundary-value problems with zero boundary conditions at \( x = 0, \) at \( y = 0, \) and at the boundary of the asymptotic region in the coordinates \( x \) and \( y. \) Further, we consider boundary-value problems for two-cluster scattering at energies of relative motion that do not exceed the threshold for the breakup of a bound cluster \( \Lambda^5 \) He nucleus). The asymptotic boundary conditions for the scattering processes in the \( \Lambda^5 \) He and \( \alpha^5 \) He systems must be considered separately. In the case of hyperon scattering on a \( ^5 \) He nucleus, the asymptotic forms of the components \( U(x, y) \) and \( W(x, y) \) for \( y \to \infty \) are

\[ U(x, y) \to 0, \]

\[ W(x, y) - \psi_0(x) [\chi_\phi(y) + a(p) \cos(py)], \]

where \( \psi_0(x) \) is the wave function of the ground state of the \( ^5 \) He nucleus, while \( \chi_\phi(y) \) is a function that describes the free relative motion of the \( \Lambda \) hyperon and a \( ^5 \) He nucleus in the initial state. For the latter function, \( \chi_\phi(y) = \sin(py)/p, \) where \( ap^2 = E - \varepsilon_0, \) \( \varepsilon_0 \) being the binding energy of the \( ^5 \) He nucleus. The phase shift \( \delta \) is related to the amplitude \( a(p) \) by the equation \( a(p) = \tan(\delta)/p. \)

In the problem of alpha-particle scattering on a \( ^5 \) He nucleus, the asymptotic expressions for the components \( U(x, y) \) and \( W(x, y) \) in the limit \( y \to \infty \) are given by

\[ U(x, y) = 0, \]

\[ W(x, y) - \psi_0(x) [\chi_\phi(y) - a(p) G_0(\eta, py)], \]

where \( \chi_\phi(y) = F_0(\eta, py) \) and \( \eta = \frac{n}{2ap} \) with \( n = \frac{4m \varepsilon^2}{h^2} \), \( F_0(\eta, \rho) \) and \( G_0(\eta, \rho) \) being, respectively, the regular and the singular Coulomb function. Here, we have considered that there is the Coulomb interaction between the alpha particles. The amplitude \( a(p) \) is related to the phase shift by the equation \( a(p) = -\tan(\delta)/pC_0^2, \) where \( C_0^2 = 2\pi/[\exp(2\pi\eta) - 1]. \)

The set of differential Faddeev equations (2) is solved here by the cluster-reduction method, which was proposed in \([7–9]\) and which was used to calculate bound states and low-energy scattering states in three- and four-nucleon systems. Within this method, solutions to the original equations are expanded in the bases of eigenfunctions of the Hamiltonians of two-particle subsystems. Taking relevant projections, we arrive at a set of equations describing the relative motion of the clusters involved.

A solution to equations (2) can be represented as

\[ U(x, y) = \sum_{l=0}^{N} \phi_l(x)f_l(y), \tag{4} \]

\[ W(x, y) = \sum_{l=0}^{N} \psi_l(x)g_l(y), \]

where the functions \( \phi_l(x) \) and \( \psi_l(x) \) are the solutions to the boundary-value problems for the Hamiltonians of the subsystems with zero boundary conditions; that is, these functions satisfy the equations

\[ (-\partial_x^2 + v(x)) \phi_l(x) = \varepsilon_l^u \phi_l(x), \tag{5} \]

\[ \left(-\frac{m + m_3}{2m_3} \partial_x^2 + v(x) \right) \psi_l(x) = \varepsilon_l^u \psi_l(x) \tag{6} \]

and the boundary conditions \( \phi_l(0) = \phi_l(R) = 0 \) and \( \psi_l(0) = \psi_l(R) = 0. \) They form orthonormalized sets of functions. By taking relevant projections, we reduce the set of two-dimensional integro-differential equations (2) to a one-dimensional set of equations for the func-
tions \( f(y) \) and \( g(y) \) describing the relative motion of the clusters. These functions must satisfy asymptotic boundary conditions that are obtained by taking similar projections [7, 8].

3. RESULTS OF THE CALCULATION

In this section, we present the results that we obtained by solving numerically the effective equations for the functions \( f(y) \) and \( g(y) \) describing the relative motion of the clusters. We have considered boundary-value problems corresponding to the bound states in the \( \Lambda \Lambda \alpha \) and \( \alpha \alpha \Lambda \) systems and the problems of low-energy \( \Lambda \)-hyperon and alpha-particle scattering on a \( ^9 \)He hypernucleus. The equations for the functions \( f(y) \) and \( g(y) \) were solved by means of a finite-difference approximation on an equidistant mesh having \( N_y \) nodes. In these calculations, the number \( N_y \) of nodes, the radii \( R_x \) and \( R_y \) that specified the region where the asymptotic expressions for the sought solutions were used, and the number \( N \) of terms retained in expansions (4) were parameters to be chosen. For the bound state in the \( \Lambda \Lambda \alpha \) system, a relative error at a level of 0.5% was achieved at \( N_y = 100, R_x = 17 \) fm, \( R_y = 17 \) fm, and \( N = 10 \). For the \( \alpha \alpha \Lambda \) system, the same precision was obtained at \( N_y = 100, R_x = 35 \) fm, \( R_y = 35 \) fm, and \( N = 30 \). That the greater values of \( R_x \), \( R_y \), and \( N \) were required in the latter case was due to a slow decrease of the Coulomb interaction between the alpha particles. Figure 2 shows the binding energies of the \( \alpha \alpha \Lambda \) and \( \Lambda \Lambda \alpha \) systems as functions of \( N \). The results of various calculations for the energy of hyperon separation from the \( ^8 \)He hypernucleus are displayed in Table 1 along with the experimental value of this energy [in the three-body model, the separation energy \( E_s(\Lambda ^6 \)He \) coincides in magnitude with the binding energy of the \( ^6 \)He hypernucleus, these two energies being opposite in sign]. Our result is seen to comply well with the experimental value. We note that the calculations performed in [15] by the method of hyperspherical harmonics in momentum space relied on model potentials and that the calculations performed in [2] employed the Faddeev equations with realistic potentials. For the root-mean-square radius of the \( \Lambda ^6 \)He hypernucleus, we obtained the value of \( \langle r^2 \rangle^{1/2} = 1.43 \) fm. The calculation was based on the relation

\[
\langle r^2 \rangle^{1/2} = \left( \langle r^2_\alpha \rangle + \frac{m_\alpha}{m_\alpha + 2m_\Lambda} \langle R^2 \rangle \right)^{1/2},
\]

where \( \langle r^2_\alpha \rangle^{1/2} \) is the root-mean-square radius of the alpha particle in the three-body system \( \Lambda \Lambda \alpha \), while \( \langle R^2 \rangle^{1/2} \) is the root-mean-square radius of the alpha particle as the \( ^8 \)He nucleus (\( \langle R^2 \rangle^{1/2} = 1.61 \) fm). The results of various calculations for the energy of \( \Lambda \)-hyperon separation from the \( ^9 \)Be hypernuclei are presented in Table 2. This separation energy, \( E_s(\Lambda ^9 \)Be \), was calculated by the formula

\[
E_s(\Lambda ^9 \)Be \) = \[ -E_\Lambda (^9 \)Be \) + E_\Lambda (^6 \)Be \),
\]

where \( E_\Lambda (^9 \)Be \) is the binding energy of the \( ^9 \)Be hypernucleus, while \( E_\Lambda (^6 \)Be \) is the binding energy of the \( ^8 \)Be nucleus [\( E_\Lambda (^8 \)Be \) = 0.09 MeV]. The separation-energy value that resulted from our calculation is less than the experimental value by about 1.0 MeV, but the former complies well with the results obtained in [16, 17] on the basis of the three-body model. The calculation from [16] was performed by the method of hyperspherical functions in the momentum representation, model potentials being used there. The calculation from [17] was based on the differential Faddeev equations. In that study, the \( \Lambda \) interaction was simulated by the potential from [18], while the \( \alpha \alpha \) interaction potential was taken in the form (3).

![Fig. 2. Binding energies of the \( \Lambda ^6 \)He and \( ^9 \)Be hypernuclei as functions of the number \( N \) of terms retained in expansion (4).](image)

The expansions in (4) are convenient for studying the degree of clustering in the three-particle systems \( \Lambda \Lambda \alpha \) and \( \alpha \alpha \Lambda \). Indeed, the probability \( P_{23} \) of finding the \{123\} system of particles in the \{1\}23\} form, where the \{23\} pair appears to be a bound subsystem, can be

<table>
<thead>
<tr>
<th>References</th>
<th>( E_s(\Lambda ^6 )He ), MeV</th>
<th>( \langle r^2 \rangle^{1/2} ), fm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our study</td>
<td>10.88</td>
<td>1.43</td>
</tr>
<tr>
<td>[15]</td>
<td>10.69</td>
<td>1.66</td>
</tr>
<tr>
<td>[2]</td>
<td>11.6</td>
<td>–</td>
</tr>
<tr>
<td>Experimental study reported in [2]</td>
<td>10.9 ± 0.6</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 1. Energy of \( \Lambda \)-hyperon separation from the \( \Lambda ^6 \)He hypernucleus and its root-mean-square radius
Table 2. Energy of \( \Lambda \)-hyperon separation from the \(^9\alpha\)Be hypernucleus

<table>
<thead>
<tr>
<th>References</th>
<th>( E(\Lambda\text{Be}), \text{MeV} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our study</td>
<td>5.67</td>
</tr>
<tr>
<td>[16]</td>
<td>5.78</td>
</tr>
<tr>
<td>[17]</td>
<td>5.76</td>
</tr>
<tr>
<td>Experimental study reported in [16]</td>
<td>6.71 ± 0.4</td>
</tr>
</tbody>
</table>

Table 3. Probability of clustering in the \(^5\alpha\alpha\)He and \(^9\alpha\)Be hypernuclei

<table>
<thead>
<tr>
<th>System</th>
<th>( P_{[23]} )</th>
<th>( P )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Lambda(\Lambda\alpha) )</td>
<td>0.39</td>
<td>0.79</td>
</tr>
<tr>
<td>( \alpha(\alpha\Lambda) )</td>
<td>0.42</td>
<td>0.85</td>
</tr>
</tbody>
</table>

estimated as

\[
P_{[23]} = \left\langle \frac{\psi_1 \psi_2 | \Psi \rangle}{|\Psi \rangle |\Psi \rangle} \right\rangle,
\]

where \( \Psi \) is the total wave function and where integration is performed with respect to the coordinates in Fig. 1b. The probability \( P_{[13]} \) is defined in a similar way (integration is performed with respect to the coordinates in Fig. 1c). Since the particles in the \( \{12\} \) pair are taken to be identical, the total probability \( P \) that the system is clustered in the form particle 1 (or 2) + a bound pair formed by particle 2 (or 1) and particle 3 is determined as the sum \( P = P_{[23]} + P_{[13]} \). In addition, we have \( P_{[13]} = P_{[23]} \). For the systems being considered, we are to deal with clustering of the form \( \Lambda \) hyperon (alpha particle) + \(^5\alpha\)He. The results of our calculations for \( P_{[23]} \) and \( P \) are displayed in Table 3. For the sake of comparison, we indicate that, for the \( nnp(\text{He}) \) system, the quantity analogous to \( P_{[23]} \) is estimated at 0.448 [1]. The method of cluster reduction makes it possible to go over easily to scattering problems. Here, we have studied low-energy scattering in the \( \alpha(\alpha\Lambda) \) and \( \Lambda(\Lambda\alpha) \) systems within the s-wave approximation. By virtue of the asymptotic boundary conditions, expansions of the form (4) are valid at energies of the relative motion of the clusters below the threshold for the disintegration of the bound subsystem \( \alpha(\alpha\Lambda) \). By numerically solving the equations for the functions \( f(y) \) and \( g(y) \), we evaluated the relevant phase shifts at energies of relative motion (in the c.m. frame) that do not exceed the binding energy of the \(^5\alpha\alpha\)He hypernucleus \( (E < 3.12 \text{ MeV}) \).

An analysis of the energy dependence of the s-wave phase shift for \( \alpha(\alpha\Lambda) \) scattering shows that this phase shift behaves anomalously at energies of relative motion below 1 MeV. There, the phase shifts are small and positive. It is well known that, in the case of charged-particle scattering, the effective-range expansion holds for the function

\[
K_{\text{Coul}}(E) = C_0^2(\eta) p \cot(\delta(p)) + \frac{n}{a} h(\eta), \tag{7}
\]

where \( h(\eta) = -\ln \eta + \text{Re} \psi(1 + \eta) \), \( \psi(z) \) being a digamma function, while \( p^2 = \frac{m_\alpha E}{h^2 a} \). The function \( K_{\text{Coul}}(E) \) can be closely approximated by a modified effective-range expansion in the form

\[
K_{\text{Coul}}(E) = -\frac{1/A + r p^2 + q p^4}{1 + p^2/p_0^2}. \tag{8}
\]

For the coefficients \( A, r, q, \) and \( p_0^2 \), we obtained the numerical values of \( A = -10^3 \text{ fm} \), \( r = 0.59 \text{ fm} \), \( q = -4.55 \text{ fm}^3 \), and \( p_0^2 = -0.94 \text{ MeV} \). Here, the parameter \( A \) has the meaning of the scattering length for alpha-particle interaction with the \(^5\alpha\)He nucleus. The phase shift for \( \alpha(\alpha\Lambda) \) scattering is displayed in Fig. 3, where the circles represent its calculated values, while the solid curve corresponds to the use of approximation (8) in the calculation based on expression (7). In accordance with (8), the scattering length for \( \alpha(\alpha\Lambda) \) interaction is large in magnitude and negative. This circumstance can be attributed to the presence of a virtual level in the \( \Lambda\alpha\alpha \) system near the threshold for scattering [19]. On the basis of expansion (8), we find the effective range \( r_0 \).
The result is for effective-range approximation to describing the scattering process in the $\Lambda^{5}\text{He}$ system. For this purpose, we evaluated the function $K(E) = pcot(\delta)$ at low energies. This function is closely approximated by a modified effective-range expansion of the form (8) with the parameter values of $A = 1.002$ fm, $r = -5.5$ fm, $q = 0$ fm$^3$, and $p_0^2 = 1.1$ MeV $\left(\frac{p^2 = \frac{m_A E}{\hbar^2 a}}{\hbar^2 a}\right)$. In Fig. 4, the approximation of $K(E)$ by (8) is represented by the solid curve, while the calculated values of $pcot(\delta)$ are shown by circles. Here, we can clearly see the analogy with the thoroughly studied low-energy behavior of the function $K(E)$ in doublet neutron–deuteron scattering [8, 20]. The expansion given by (8) is usually associated with the presence of a virtual level in the $nd$ system. The energy of the virtual level (pole of the $S$ matrix) is determined [19] by solving the equation
\[ K(E) - ip = 0 \text{ at } p = -i\kappa, \kappa > 0. \] (10)

If a representation of the form (8) is used in (10) for the function $K(E)$, the energy of the virtual level is 2.38 MeV. For specific values of the parameters in the effective-range expansion (8) for $\Lambda$-hyperon scattering on a $\Lambda^{5}\text{He}$ hypernucleus, the scattering length is 1.0 fm, while the effective range calculated for this interaction by equation (9) is 28.8 fm. Further, we note that the behavior of the function $pcot(\delta)$ for the $\Lambda^{5}\text{He}$ system is similar to the behavior of this function for $nd$ scattering (the binding energies of the entire systems and the binding energies of the corresponding subsystems are also similar); therefore, we can construct a direct analogy between the $\Lambda\Lambda\alpha$ and $nnp$ systems. This analogy is illustrated by the scheme in Fig. 5, where we present the parameters of the $nnp$ system that were obtained in [8]. Obviously, this similarity is due to the compactness of the alpha particle.
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Abstract—The 16O nucleus is treated as a bound state of the four-alpha-particle system showing 3\(\alpha\) + \(\alpha\) clustering. The pair interaction of the alpha particles involved is simulated by a phenomenological potential. Additional three-particle potentials are introduced in order that the entire system and its three-particle subsystems be bound. The parameters of these potentials are determined by fitting the experimental values of the binding energies and the root-mean-square radii of the 12C and 16O nuclei. The calculations are performed on the basis of the s-wave differential equations for the Faddeev and Yakubovsky components. The ground and the first excited state of the 16O nucleus are investigated. The most probable spatial arrangement of the alpha-particle clusters in the system is determined. The charge form factors are calculated for the 12C and 16O nuclei. The results of our model calculations comply well with experimental data.

1. INTRODUCTION

It is commonly accepted at present that correlations of the alpha-particle-cluster type exist in the light nuclei 12C and 16O. However, a complete theoretical description of the properties of these nuclei that takes into account clustering of the above type has yet to be obtained [1–5]. Meanwhile, the idea of using a three-body potential in treating the 12C nucleus as a system of three alpha particles made it possible to reproduce [4] the experimental values of the parameters of the 0\(^+_2\) resonance state in the 12C nucleus. This was done by constructing solutions to the differential Faddeev equations at positive energies. From the studies reported in [6], which implemented the microscopic variational approach, it can be seen that, by taking into account three-body forces, the experimentally observed behavior of the 16O charge form factor is reproducible within this approach as well; in particular, a second diffraction minimum, which did not arise in models relying on pair nucleon–nucleon interaction potential, could be described upon the inclusion of three-body interactions.

In the present study, we address the question of whether it is possible to choose the parameters of the three-body potential in such a way that the properties of the 16O nucleus could be described on the basis of the 4\(\alpha\) cluster model. In our analysis, we employ the Faddeev equations for the 3\(\alpha\) subsystem and the four-particle Yakubovsky equations in the differential form [7]. The s-wave Faddeev and Yakubovsky equations are solved numerically by the cluster-reduction method [8]. The short-range interaction between two alpha particles is simulated by the phenomenological potential from [9].

The ensuing exposition is organized as follows. In Section 2, we describe the model underlying our investigations and formulate basic equations. In Section 3, we give an account of the method used to solve the equations from Section 2 and present our numerical results. A brief summary of these results is given in the Conclusion.

2. DESCRIPTION OF THE MODEL

2.1. Potentials Used

For the pair potential of interaction between the alpha particles involved, we take the potential from [9] (version “a”), which makes it possible to reproduce faithfully the phase shifts for low-energy \(\alpha\alpha\) scattering. The s-wave projection of this potential has the form

\[
V(r) = V_1 \exp(-r^2/\beta_1^2) + V_2 \exp(-r^2/\beta_2^2),
\]

where \(V_1 = 125.0\) MeV, \(\beta_1 = 1.53\) fm, \(V_2 = -30.18\) MeV, and \(\beta_2 = 2.85\) fm. Since a pair potential cannot bind the systems of three and four alpha particles because of the strong Coulomb repulsion, a three-body potential \(V_3(\rho)\) is additionally introduced in the system of three alpha particles in order that the system be bound. Following [4], we specify this potential in the form

\[
V_3(\rho) = V_3 \exp[-(\rho/\beta)^2],
\]

where \(\rho^2 = \sum_{i=1}^3 r_i^2\), \(r_i\) being the radius vector of the \(i\)th particle (with respect to the center of mass of the system).

For the four-particle system, we introduce two types of three-body potentials, \(V_1^I(\rho)\) and \(V_3^{II}(\rho)\). Of these, the first binds a three-particle cluster in the system, while the second specifies the interaction between

---
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the fourth particle and each particle pair bound in the three-particle cluster. These potentials are chosen in the form (2), their parameters being denoted by \( \alpha \) and \( \beta \) for the former and by \( V_3^\text{II} \) and \( \beta^\text{II} \) for the latter. In this way, the \( 3\alpha + \alpha \) cluster structure is explicitly singled out in the four-particle system. The three-body potentials in the system of four alpha particles are illustrated in Fig. 1. That the \( ^{16}\text{O} \) nucleus can be described within this scheme of clustering is confirmed by the calculations of Dubovichenko [10], who used the \( ^{12}\text{C} + \alpha \) two-cluster model to study the electromagnetic disintegration of the \( ^{16}\text{O} \) nucleus. By fitting the parameters of the intercluster potentials involving forbidden states, that author was able to reproduce the structure of the \( ^{16}\text{O} \) nucleus near the breakup threshold.

### 2.2. Three-Particle System

We consider the system of three charged particles having the same mass \( m_\alpha \). The particles are assumed to have neither internal structure nor spin. In order to describe this system, we make use of modified Faddeev equations in the differential form, with the Coulomb potential of particle interaction being included in the unperturbed Hamiltonian [7]. Since the particles of the system being considered are identical, the relevant Faddeev equations reduce to an equation for the \( U \) component of the total wave function. Specifically, we have

\[
(H_0 + V^\text{Coul} + V_3 + V - E)U = -V(P^+ + P^-)U,
\]

where \( H_0 \) is the kinetic-energy operator, \( P^\pm \) are the operators of cyclic permutations of the particles involved, \( V \) is the short-range potential of pair interaction between the particles, and \( V^\text{Coul} \) is the Coulomb potential of the system. The three-particle-interaction potential \( V_3 \) enters into the equations through the unperturbed Hamiltonian. The total wave function of the system can be represented as

\[
\Psi = (I + P^+ + P^-)U.
\]

The system can be described in terms of the Jacobi coordinates \( x \) and \( y \), which are related to the particle radius vectors \( r_k \) \( (k = 1, 2, 3) \) by the equations

\[
x = r_2 - r_1, \quad y = (r_1 + r_2)/2 - r_3.
\]

The \( 3\alpha \) subsystem is considered here in the \( s \)-wave approximation—that is, the total orbital angular momentum of the whole system and those for all of its subsystems are zero. The \( s \)-wave Faddeev equation represents an equation for the coordinate part \( \Psi(x, y) \) of the Faddeev component \( U \) and has the form

\[
(h_0 + V^\text{Coul}(x) + V_{3a}(x) + V_3^0 - \varepsilon)\Psi(x, y) = -V_{3a}(x) \int_{-1}^1 d\nu \frac{x\nu}{x_1y_1} \Psi(x_1, y_1),
\]

where \( h_0 = -\frac{3}{4} \partial_x^2 - \partial_y^2 \) is the kinetic-energy operator, \( x = |x|, y = |y|, \) and

\[
x_1 = \left(\frac{x^2}{4} + y^2 + xy V\right)^{1/2},
\]

\[
y_1 = \left(\frac{3}{4x^2} + \frac{y^2}{4} - \frac{3}{4}xy V\right)^{1/2}.
\]

The \( s \)-wave projection \( V^\text{Coul}(x) \) of the Coulomb potential has the form

\[
V^\text{Coul}(x, y) = n/x + 2n/r_s,
\]

where \( r_s = \max\{x/2, y\} \) and \( n = 4m_\alpha e^2/\hbar^2 \) \( (n = 0.556 \text{ fm}^{-1}) \). The short-range potential of interaction between the alpha particles, \( V_{3a}(x) \), is given by (1). The three-body interaction potential \( V_3^0(\rho) \) has the form

\[
V_3^0(\rho) = V_3^0 \exp(-\rho/\beta^0)^2 m_\alpha/\hbar^2,
\]

where \( \rho^2 = \frac{2}{3} y^2 + \frac{1}{2} x^2 \), \( V_3^0 = -24.32 \text{ MeV} \), \( \beta^0 = 3.795 \text{ fm} \), and \( \hbar^2/m_\alpha = 10.44 \text{ MeV fm}^2 \). The choice of values for the parameters \( V_3^0 \) and \( \beta^0 \) is explained in Section 3.

### 2.3. Four-Particle System

The system of four alpha particles represents a system of four identical bosons. For such systems, the differential Yukovosky equations reduce to two equations for the components \( U^1 \) and \( U^2 \) of the wave function [7]. These equations can be written as

\[
(H_0 + V + V^\text{Coul} + V_3 - E)U^1 + V(P_1^+ + P_2^+)U^1 = -V((P_1^+ + P^+)U^1 + (P_2^+ + P_3^+)U^2),
\]

\[
(H_0 + V - V^\text{Coul} + V_3 - E)U^2 + V(P_1^+ + P_2^-)U^2 = -V((P_1^+ + P^+)U^1 + (P_2^+ + P_3^+)U^2),
\]

The potential \( V_3 \) can be written as

\[
V_3 = V_3^0 \exp(-\rho/\beta^0)^2 m_\alpha/\hbar^2,
\]
where \( V \) is the pair potential of particle interaction, \( V^{\text{Coul}} \) is the Coulomb interaction potential, \( V_3 \) is the three-body potential, \( H_0 \) is the kinetic-energy operator, \( P^z \) are the operators of cyclic permutations of four particles, and \( P_i^z \) are the operators of cyclic permutations of three particles (here, the subscript indicates the number of a particle that is not involved in a given permutation). The components \( U^1 \) and \( U^2 \) correspond to, respectively, \( 3 + 1 \) and \( 2 + 2 \) partitions of the system. The wave function of the system can be represented as

\[
\Psi = (I + P^z + P^+_1 + P^+_2)(I + P_4^+ - P_4)U^1 + (I + P_1^+ + P_1^+)(I + P_4^+ + P_4)U^2.
\]

In order to describe the system in configuration space, we make use of the Jacobi coordinates \( \mathbf{X} = \{ \mathbf{x}_i, \mathbf{y}_i, \mathbf{z}_i \} \), \( i = 1, 2, \) where the subscript \( i \) labels coordinates associated with the different partitions of the system, taking the values of \( i = 1 \) and \( 2 \) for the \( 3 + 1 \) and \( 2 + 2 \) partitions. The Jacobi coordinates are expressed in terms of the particle radius vectors \( \mathbf{r}_k \) (\( k = 1, 2, 3, 4 \)) as

\[
\begin{align*}
\mathbf{x}_1 &= \mathbf{r}_2 - \mathbf{r}_1, & \mathbf{y}_1 &= (\mathbf{r}_1 + \mathbf{r}_2)/2 - \mathbf{r}_3, \\
\mathbf{z}_1 &= (\mathbf{r}_1 + \mathbf{r}_2 + \mathbf{r}_3)/3 - \mathbf{r}_4, & \mathbf{x}_2 &= \mathbf{r}_2 - \mathbf{r}_1, \\
\mathbf{y}_2 &= \mathbf{r}_4 - \mathbf{r}_3, & \mathbf{z}_2 &= (\mathbf{r}_1 + \mathbf{r}_2)/2 - (\mathbf{r}_3 + \mathbf{r}_4)/2.
\end{align*}
\]

We consider the system of four alpha particles in the \( s \)-wave approximation; that is, we assume that the orbital angular momentum of the whole system and the orbital angular momenta of all its subsystems are equal to zero. The \( s \)-wave differential equations for the coordinate parts \( \Psi^1 \) and \( \Psi^2 \) of the Yukovskoy components can be written as

\[
(h_0^1 + v_{aa}(x) + v_{1}^{\text{Coul}}(x, y, z) + v_3(p) - \varepsilon)\Psi^1(x, y, z) + v_{aa}(x) \int d^3 \mathbf{r} \frac{xy}{x_1 y_1} \Psi^1(x_1, y_1, z_1)
\]

\[
+ v_{aa}(x) \int d^3 \mathbf{r} \frac{xy}{x_1 y_1} \Psi^1(x_1, y_1, z_1)
\]

\[
+ \frac{1}{2} v_{aa}(x) \int d^3 \mathbf{r} \frac{xy}{x_2 y_2 z_2} \Psi^1(x_2, y_2, z_2)
\]

\[
+ \frac{xy}{x_3 y_3 z_3} \Psi^1(x_3, y_3, z_3),
\]

\[
(h_0^2 + v_{aa}(x) + v_{2}^{\text{Coul}}(x, y, z) + v_3(p) - \varepsilon)\Psi^2(x, y, z) + v_{aa}(x) \int d^3 \mathbf{r} \frac{xy}{x_4 y_4 z_4} \Psi^2(x_4, y_4, z_4),
\]

\[
\times \int d^3 \mathbf{r} \frac{xy}{x_4 y_4 z_4} \Psi^2(x_4, y_4, z_4),
\]

where \( x = |x|, y = |y|, z = |z|, \) and

\[
h_0^1 = -\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right),
\]

\[
h_0^2 = -\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right).
\]

The transformations of the coordinates appearing in (5) are given by

\[
x_2 = x_1, \quad x_3 = x_1, \quad x_4 = y,
\]

\[
y_2 = \left( \frac{y_1}{3} \right)^2 + z^2 - \frac{2}{3} y_1 z u
\]

\[
z_2 = \left( \frac{8}{9} y_1 \right)^2 + \frac{z^2}{2} - \frac{16}{27} y_1 z u
\]

\[
y_3 = \left( \frac{2}{3} y_1 \right)^2 + z^2 + \frac{4}{3} y_1 z u
\]

\[
z_3 = \left( \frac{2}{3} y_1 \right)^2 + \frac{z^2}{4} - \frac{2}{3} y_1 z u
\]

\[
y_4 = \left( \frac{x^2}{5} \right)^2 + z^2 - x z u
\]

\[
z_4 = \frac{2}{3} (x^2 + z^2 + 2 x z u)^{1/2}.
\]

The \( s \)-wave projection of the Coulomb interaction in the equation for the component of the \( 3 + 1 \) type has the form

\[
v_1^{\text{Coul}} = \frac{n}{x} + 2 v_2^{(1)} + 2 v_4^{(1)} + v_6^{(1)},
\]

\[
v_2^{(1)} = n \begin{cases} 2/x & \text{for } x > 2 y \\ 1/y & \text{for } x < 2 y \end{cases}
\]

\[
v_4^{(1)} = \begin{cases} 1/z & \text{for } z > x + \frac{y}{2} \\ 1/\frac{1/3}{2} \left( \frac{2}{3} \frac{z}{x} - \left( \frac{3}{4} x - \frac{1}{2} y \right)^2 \right) + 2 \left( \frac{3}{4} x + \frac{1}{2} y - z \right) \right) & \text{for } \frac{1/3}{2} x - 1/3 y < z < \frac{1}{2} x + \frac{1}{3} y \\ 2/x & \text{for } x > 2/y, \quad z < \frac{1}{2} x - 1/3 y \\ 3/y & \text{for } x < 2/y, \quad z < 1/2 x - 1/3 y. \end{cases}
\]
are determined by expression (2) with the parameters 

$$v_b^{(1)} = n^{-} n^{+} \left( \begin{array}{ll} \frac{1}{z} & \text{for } x > \frac{2}{3} y \\
 & \\
\frac{1}{2y} & \text{for } x < \frac{2}{3} y. \end{array} \right)$$

The s-wave projection of the Coulomb interaction in the equation for the component of the $2 + 2$ type is given by

$$v_2^{\text{Coul}} = \frac{n}{x} + \frac{n}{y} + 4 v_2^{(2)},$$

where

$$v_2^{(2)} = n^{(1)} \left( \begin{array}{ll} \frac{1}{z} & \text{for } \frac{x + y}{2} < z < \frac{x + y}{2} \\
 & \\
\frac{1}{2} & \text{for } x > y, z < \frac{x + y}{2} \\
\frac{2}{x} & \text{for } x > y, z < \frac{x + y}{2} \\
\frac{2}{y} & \text{for } x < y, z < \frac{x + y}{2}. \end{array} \right)$$

As before, the short-range potential of interaction between the alpha particles, $v_{33}(x)$, is taken in the form (1). The three-body interaction potential is simulated by the expression

$$v_3(p) = \frac{1}{4} \int d\nu d\mu \sum_{a_2} v_{a_2}(p_{a_2}),$$

where the subscript $a_2$ takes the values that correspond to the $\{123\}$, $\{124\}$, $\{134\}$, and $\{234\}$ two-cluster partitions of the system. The potential for the $\{123\}$ partition is given above [see equation (4) in Subsection 2.2]. The remaining potentials $v_{a_2}(p_{a_2})$ are determined by expression (2) with the parameters $V^{(2)}_3$ and $\beta^{(2)}$. In equation (6), the variables $p_{a_2}$ are expressed in terms of the Jacobi coordinates of the $3 + 1$ type. Specifically, we have

$$p^{2}_{a_2} = \frac{2}{3} \xi^2_{a_2} + \frac{1}{2} \eta^2_{a_2},$$

where

$$\xi^2_{(124)(3)} = z^2 + \frac{1}{2} y^2 + \frac{2}{3} y z v, \quad \xi^2_{(124)(2)} = z^2 + \frac{1}{2} y^2 - \frac{2}{3} y z u, \quad \xi^2_{(134)(1)} = x^2,$$

$$\xi^2_{(134)(2)} = \xi^2_{(124)(2)}, \quad \xi^2_{(234)(1)} = \xi^2_{(134)(2)}, \quad \eta^2_{(124)(3)} = x^2,$$

$$\eta^2_{(124)(2)} = \frac{1}{4} y^2, \eta^2_{(134)(1)} = \frac{1}{2} \eta^2_{(134)(2)}.$$

The expressions for the variables $p^{2}_{a_2}$ in terms of the Jacobi coordinates of the $2 + 2$ type are given by

$$p^{2}_{a_2} = \frac{2}{3} \xi^2_{a_2} + \frac{1}{2} \eta^2_{a_2},$$

For these potentials, the parameters $V^{(2)}_3$ and $\beta^{(2)}$ are chosen in such a way as to reproduce the experimental values of the binding energy of the $^{16}$O nucleus and its root-mean-square radius.

2.4. Root-Mean-Square Radius of the $3\alpha$ and $4\alpha$ Systems

Since the above model is based on the three- and four-particle Faddeev and Yakubovsky equations, the internal structure of the alpha-particle clusters cannot be taken into account explicitly in this model. It is obvious that, in considering the geometric properties of the $^{12}$O and $^{16}$O nuclei, it is necessary to choose some way to take into account the geometric features of the alpha-particle clusters. From the literature, we know two models that allow for the internal structure of clusters in describing cluster systems. In the first model, all features of the clusters that are bound in some system are identical to their features in a free state. The second model admits modifications of some properties of the clusters when they are combined into a cluster system.

Within the first model, Mikhailishvili et al. [1] treated the $^{12}$C nucleus as a system of bound alpha particles, whereas Dubovichenko [10] studied the $^{12}$C + $\alpha$ model of the $^{16}$O nucleus. However, the experimental behavior of the charge form factor at high momentum transfers could be reproduced neither in [1] nor in [10]. A cluster-model modification that takes into account changes in the properties of bound clusters was considered by Kamada et al. [11], who studied the properties of the $^6$Li nucleus treated as an $\alpha + d$ system. It turned out that the elastic form factor is faithfully reproduced for the lithium nucleus upon taking into account distortions of the deuteron cluster, its root-mean-square radius being a function of the intercluster coordinate [11]. Changes in the root-mean-square radii of the clusters were also taken into account by Bluge and Langanke [12], who studied $\alpha + t$ cluster systems, and by Dubovichenko and Dzhaziary-Vkhramanov [13], who studied $n + ^3$He cluster systems. In [11–13], the cluster-deformation factor served as an adjustable parameter. Obviously, its choice cannot be substantiated rigorously within the cluster model.
Following [11–13], we assumed that the root-mean-square radius of the alpha-particle clusters in the $^{12}$C and $^{16}$O nuclei differs from that of a free alpha particle. We define the alpha-particle-deformation factor $A$ as $A = (R_{o}/R_{c})^{2}$, where $R_{o}$ is the charge radius of the alpha particle ($R_{o} = 1.47$ fm), while $R_{c}$ is the root-mean-square radius of the alpha-particle cluster. By varying the deformation factor $A$, the experimentally observed behavior of the charge form factors for the $^{12}$C and $^{16}$O nuclei at high momentum transfers can be faithfully reproduced within the model outlined above. By using the deformation factor $A$, the root-mean-square radius of the systems of three and four alpha-particle clusters is calculated as

$$R = \sqrt{\frac{R_{o}^{2}}{A} + r^{2}},$$  

(7)

where $r$ stands for the root-mean-square radius of the system of structureless particles. We note once again that the parameters of the three-body potentials are determined by requiring that the potential models specify by equations (3) and (5) reproduce not only the relevant binding energies but also the experimental values of the root-mean-square radii of, respectively, the $^{12}$C and $^{16}$O nuclei. At a given value of the deformation factor $A$, equation (7) fixes the root-mean-square radius $r$. The adjustable parameters $V_{3}^{I}(p)$ and $V_{3}^{II}(p)$ of the potentials from (3) and (5) must lead to this value of $r$. Thus, the choice of values for the parameters of the three-body potentials depends on the cluster-deformation factor $A$.

Taking into account equation (7), we evaluated the form factor for either of the $^{12}$C and $^{16}$O nuclei as the product of the form factor $f(q)$ for the system of structureless particles and the form factor $F_{u}(q/\sqrt{A})$ for the alpha-particle cluster; that is,

$$F(q) = F_{u}(q/\sqrt{A})f(q).$$  

(8)

According to [10], the charge form factor $F_{u}(q)$ for the alpha-particle cluster can be parametrized as

$$F_{u}(q) = (1 - (aq^{2})^{n}) \exp(-bq^{2}),$$

where $a = 0.09986$ fm$^{2}$, $b = 0.46376$ fm$^{2}$, and $n = 6$. We use this parametrization here in calculating the form factors for the $^{12}$C and $^{16}$O nuclei by formula (8). For the deformation factor $A$, it was found here that, for the $^{12}$C and $^{16}$O nuclei, the values of, respectively, $A = 3$ and $A = 4$ must be substituted into equations (7) and (8).

3. METHOD FOR SOLVING EQUATIONS (3) AND (5) AND RESULTS OF THE CALCULATIONS

In the present study, the differential equations (3) and (5) for the Faddeev and Yakubovsky components were solved by the cluster-reduction method. Previously, this method was used in [8] to calculate the bound states of three- and four-nucleon systems and low-energy scattering in these systems. The cluster-reduction method alleviates considerably computational difficulties in solving relevant equations. Within this method, solutions to the original equations are sought in the form of expansions in the bases formed by the eigenfunctions of the Hamiltonians of two-particle (three-particle) subsystems. A transition to relevant projections leads to a set of equations for functions that describe the relative motion of the clusters. In this set, the dimensionality of each equation is less than the dimensionality of the original equations by unity. This reduction procedure was described in detail elsewhere [8]. The number $N$ of basis functions that must be retained in the above expansions in order that the results of the calculations be convergent is the main parameter that determines the efficiency of the method. The point is that this parameter specifies the dimension of the algebraic problem that we are to solve in order to construct numerical solutions to the reduced equations. It is obvious that the smaller the value of $N$, the greater the gain in efficiency in relation to directly solving the original equations by the finite-difference method. This value is dependent on special features of the problem being solved. In particular, the value of $N$ is reduced if the degree of clustering in the physical system under investigation is high.

Let us now proceed to describe the results obtained by numerically solving the differential equations (5) for the Yakubovsky components. The basis functions that are necessary for performing the above reduction were calculated as the eigenfunctions of the boundary-value problem for the Faddeev operator in (3) and the operator conjugate to it [8]. Equations (3) and (5) were solved within the rectangular domain $\Omega$ of configuration space. We denote by $R_{x}$, $R_{y}$, and $R_{z}$ the parameters that specify the dimensions of this domain as

$$\Omega = \{x, y, z: x < R_{x}, y < R_{y}, z < R_{z}\}. $$

and set these parameters to $R_{x} = R_{y} = R_{z} = 25$ fm. At the boundary of the domain $\Omega$, we impose zero boundary conditions on solutions to equations (3) and (5).

Let us now address the problem of calculating the $3\alpha$ system, whose bound state represents the $^{12}$C nucleus. The three-body potential (4) makes it possible to reproduce the experimental value of the $^{12}$C binding energy. The results of this calculation are displayed in Table 1 (here, the energy is reckoned from the threshold for the breakup of the system into separate alpha particles). For the sake of comparison, the corresponding values from [4] are indicated there for the parameters of the three-body potential and for the binding energy in the ground state of the $3\alpha$ system. The distinctions between the potential parameters are explained by the use of the different models here and in [4], where the orbital angular momentum of the subsystems was taken into account up to that of the $d$ wave. Table 1 also quotes the root-mean-square radius as calculated for the $^{12}$C nucleus by formula (7) at $A = 3$. It can be seen
that this value complies well with the experimental result. The representation in (7) makes it possible to describe, on the basis of the 3α model, the experimentally observed behavior of the charge form factor for the \(^{12}\)C nucleus at high momentum transfers (or the charge-distribution density in this nucleus at small distances). In Fig. 2, the form factor \(F(q)\) for the 3α system is represented by the dashed curve. Closed circles in this figure show experimental data from [14]. The function \(F(q)\) is depicted by the solid curve. The diffraction minimum of the function \(F(q)\) is displaced with respect to its experimental position, but the behavior of this function at large values of \(q\) approximates closely the behavior of the \(^{12}\)C form factor.

The results of the calculations for the binding energies of the 3α and 4α systems versus the number \(N\) of basis functions taken into account in the calculation are quoted in Table 2. The rate at which the results produced by the cluster-reduction method converge measures the degree of clustering in the subsystems. That the binding energy of the 4α system converges in \(N\) fast suggests that the degree of clustering of the 3α + α type is high, which is in accord with the results presented in [10]. The binding energies calculated for the ground and the first excited state of the 4α system are displayed in Table 3, along with relevant experimental data. The parameters of the three-body potentials used in the calculations are also quoted in this table.

The parameters of the potential \(V^I_3(\rho)\) in equation (4) were determined in calculating the ground state of the \(^{12}\)C nucleus. In order to specify unambiguously the parameters \(V^I_3\) and \(\beta^I\), we used the experimental values of the binding energy and the root-mean-square radius. We will illustrate the above by the graphs in Fig. 3, but we first redefine the parameters of the three-body potential \(V^I_3(\rho)\) via the relations \(V^I_3 = V^0_0/\mu\) and \(= \beta^I\), where \(V^0_0 = 99\) MeV. Thus, the binding energy obtained in the calculation for the 3α system appears to be a function of two variables: \(E = E(\mu, \nu)\). In Fig. 3a, we depicted a curve such that each point of it was obtained as a solution to the equation \(E(\mu, \nu) = E_{\text{expt}}\), where \(E(\mu, \nu)\) is the binding energy calculated as described immediately above, while \(E_{\text{expt}}\) is the experimental value of the \(^{12}\)C binding energy. As can be seen from this figure, the parameters \(\mu\) and \(\nu\) of the three-body potential cannot be fixed unambiguously on the basis of the \(^{12}\)C binding energy alone. The calculated root-mean-square radius \(r(\mu, \nu)\) of the 3α system is displayed in Fig. 3b as a function of \(\nu\) at a \(\mu\) value specified according to the data in Fig. 3a. By using the dependence in Fig. 3b, we can unambiguously determine the parameters \(\mu\) and \(\nu\) by requiring that the functional form of \(r(\mu, \nu)\) correspond to (7)—that is, by taking it to be \(r(\mu, \nu) = \sqrt{R^2 - R_{\text{fast}}^2}/A\), where we denote by \(R\) the experimental value of the root-mean-square radius of the \(^{12}\)C nucleus \((R = 2.47\) fm). This illustrates the way in which the cluster-deformation factor \(A\) affects the choice of values for the parameters \(\mu\) and \(\nu\). The situation here is such that, for various values of \(A\), we can fit the binding energy and the root-mean-square radius of the 3α system to the corresponding experimental values for the \(^{12}\)C nucleus, thereby fixing the parameters \(\mu\) and \(\nu\) for each given value of \(A\). The ambiguity in choosing a

---

**Table 1.** Parameters of the three-body potential, binding energy of the \(^{12}\)C nucleus, and its root-mean-square radius (the energy is reckoned from the threshold of the \(^{12}\)C breakup into separate alpha particles)

<table>
<thead>
<tr>
<th>References</th>
<th>(V^I_3), MeV</th>
<th>(\beta^I), fm</th>
<th>(E_{B^0},) MeV</th>
<th>(R,) fm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our study</td>
<td>–24.32</td>
<td>3.795</td>
<td>–7.27</td>
<td>2.47</td>
</tr>
</tbody>
</table>

**Table 2.** Binding energies of the \(^{12}\)C and \(^{16}\)O nuclei versus the number \(N\) of basis functions taken into account in the cluster-reduction method

<table>
<thead>
<tr>
<th>(N)</th>
<th>(E_B(\text{^{12}C}),) MeV</th>
<th>(E_B(\text{^{16}O}),) MeV</th>
<th>(E_B^{\text{expt}}(\text{^{16}O}),) MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>–5.32</td>
<td>–14.37</td>
<td>–8.48</td>
</tr>
<tr>
<td>5</td>
<td>–7.73</td>
<td>–14.39</td>
<td>–8.79</td>
</tr>
<tr>
<td>10</td>
<td>–8.10</td>
<td>–14.39</td>
<td>–8.79</td>
</tr>
<tr>
<td>15</td>
<td>–7.69</td>
<td>–14.40</td>
<td>–8.78</td>
</tr>
<tr>
<td>20</td>
<td>–7.39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>–7.28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>–7.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>–7.27</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**Fig. 2.** Charge form factor for the \(^{12}\)C nucleus: (closed circles) experimental values from [14], (dashed curve) results of the calculation for the system of three structureless alpha particles, and (solid curve) results obtained by taking into account the alpha-particle-cluster form factor by formula (8) at \(A = 3\).
value for the deformation-factor $A$ is removed by requiring that the form factor obtained for the relevant 3α system according to (8) reproduce the experimentally observed behavior of the $^{12}$C form factor. For the 3α system, we deduced here the value of $A = 3$. The crosses in Fig. 3 show the values of $\mu$ and $\nu$ that correspond to $A = 3$. The parameters of the potential $V_3^{1/3}(p)$ were determined in a similar way from a fit to the binding energy in the ground state of the $^{16}$O nucleus and to the experimental value of its root-mean-square radius taken to have the form (7). In that case, the cluster-deformation factor was chosen to be $A = 4$, which enabled us to reproduce the experimentally observed behavior of the $^{16}$O form factor with the aid of representation (8) for the system of four alpha-particle clusters. The resulting $s$-wave potential model formulated in terms of equation (5) with the parameters specified as is described above has two bound states, the ground state and the first excited state. The $^{16}$O nucleus also has two $0^+$ levels in the discrete spectrum. It can be seen from Table 3 that, for the first excited state, the calculation yields an energy value close to the experimental one.

It is interesting to note that, geometrically, the 4α cluster model considered here is compatible with the simple $^{12}$C + $\alpha$ representation of the ground state of the $^{16}$O nucleus. Let us demonstrate this explicitly. According to the two-cluster model, the root-mean-square distance $d$ between the alpha-particle and $^{12}$C clusters is calculated by the formula [15]

$$\frac{A_C}{A_0} d^2 = R^2 - \frac{A_C}{A_0} R_C^2 - \frac{1}{A_0} R_\alpha^2,$$

where $A_C = 3$ ($A_0 = 4$) is the number of alpha particles in the $^{12}$C ($^{16}$O) nucleus, while $R$, $R_C$, and $R_\alpha$ are the root-mean-square radii of, respectively, the $^{16}$O nucleus, the $^{12}$C nucleus, and the alpha particle. By using the experimental values of $R$, $R_C$, and $R_\alpha$, we obtain $d = 3.4$ fm. Within our model, a natural choice for $d$ is $(4/3)r$, where $r$ is the root-mean-square radius of the alpha-particle cluster in the 4α system ($r = 2.58$ fm). It can easily be verified that $d = (4/3)r$.

Let us now discuss the results of the calculations for the $^{16}$O form factor. These calculations were performed by formula (8) at $A = 4$. In Fig. 4, the dashed curve, points, and the solid curve represent, respectively, the form factor $f(q)$ for the 4α system, the experimental values from [16], and the function $F(q)$. The function $F(q)$ reproduces faithfully experimental data—in particular, the positions of the first and the second diffraction maximum, as well as the behavior of the charge form factor for the $^{16}$O nucleus at high momentum transfers $q$. Figure 5 shows the charge-distribution density $\rho_{\alpha\beta}(r)$ for systems formed by three and four alpha particles treated as structureless objects. The Fourier transforms of these functions appear to be the functions

Table 3. Parameters of the three-body potentials, binding energies of the $^{16}$O nucleus in the ground and in the first excited state ($E_B$ and $E_B^*$, respectively; these energies are reckoned from the threshold of the $^{16}$C breakup into separate alpha particles), and corresponding root-mean-square radii ($R$ and $R_\alpha^*$, respectively)

<table>
<thead>
<tr>
<th>References</th>
<th>$V_3^{1/3}$, MeV</th>
<th>$\beta_1$, fm</th>
<th>$V_3^{11/3}$, MeV</th>
<th>$\beta_1$, fm</th>
<th>$E_B$, MeV</th>
<th>$R$, fm</th>
<th>$E_B^*$, MeV</th>
<th>$R_\alpha^*$, fm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our study</td>
<td>-24.32</td>
<td>3.795</td>
<td>-5.66</td>
<td>5.7</td>
<td>-14.4</td>
<td>2.7</td>
<td>-8.8</td>
<td>3.5</td>
</tr>
<tr>
<td>Experimental data from [10]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[ \text{Fig. 3. Illustration of the procedure used here to fix the parameters in the three-body potential (4) for describing the properties of the $^{12}$C nucleus: (a) relationship between the parameters $\mu$ ($V_3^{1/3} = V_0(\mu)$) and $\nu$ ($\nu$ = $\beta$) that was obtained from the condition requiring that the solution to equation (3) with the three-body potential specified by the parameters $\mu$ and $\nu$ lead to the experimental value of the $^{12}$C binding energy and (b) root-mean-square radius $r$ of the $3\alpha$ system as a function of the parameter $\nu$ with allowance for the constraint imposed by the relationship between $\mu$ and $\nu$ in Fig. 3a. The crosses indicate the $\mu$ and $\nu$ values chosen in the present study.} \]
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\[ f(q) \] in (8). In Fig. 5, the solid, the dotted, and the dashed curve correspond, respectively, to the ground state of the 4\( \alpha \) system, to the first excited state of the 4\( \alpha \) system, and to the ground state of the 3\( \alpha \) system. The functions \( \rho_{ch}(r) \) are normalized by the condition

\[ \int_0^\infty \rho_{ch}(r)r^2dr = 1. \]

Let us compare the result obtained for the form factor of the 4\( \alpha \) system at \( A = 4 \) with the corresponding result at \( A = 1 \), in which case the alpha particles in the nucleus are identical to a free alpha particle. The results of the calculations performed at \( A = 1 \) are presented in Fig. 6 (the notation there is identical to that in Fig. 4). In this case, the behavior of the resulting form factor differs drastically from the behavior of the \( ^{16}\text{O} \) form factor, especially at high momentum transfers. For the sake of completeness, we indicate that, in the calculation at \( A = 1 \), the fitted values of the parameters that appear in the potentials \( V_1^{\text{I}}(p) \) and \( V_3^{\text{I}}(p) \) are \( V_1^{\text{I}} = -82.5 \text{ MeV} \), \( \beta_1^{\text{I}} = 2.35 \text{ fm} \), \( V_3^{\text{I}} = -6.27 \text{ MeV} \), and \( \beta_3^{\text{I}} = 5.95 \text{ fm} \).

The wave functions obtained for the 4\( \alpha \) and 3\( \alpha \) systems by solving equations (5) and (3) were then used to study the spatial disposition of the alpha-particle clusters in the \( ^{16}\text{O} \) and \( ^{12}\text{C} \) nuclei. The coordinate component of the wave function of the 4\( \alpha \) (3\( \alpha \)) system depends on six (three) variables. These are the absolute values of the Jacobi coordinates—\( x, y, \) and \( z \) (\( x \) and \( y \))—

and the angles between the vectors \( \mathbf{x}, \mathbf{y}, \) and \( \mathbf{z} \) (\( \mathbf{x} \) and \( \mathbf{y} \))—\( u = (\mathbf{x}, \mathbf{y})/\langle \mathbf{x}, \mathbf{y} \rangle, \quad v = (\mathbf{x}, \mathbf{z})/\langle \mathbf{x}, \mathbf{z} \rangle, \) and \( w = (\mathbf{y}, \mathbf{z})/\langle \mathbf{y}, \mathbf{z} \rangle. \) The most probable spatial configuration of the constituent alpha particles in the 4\( \alpha \) or the 3\( \alpha \) system is determined as that which is formed by the points at which the square of the total wave function of the system being considered peaks. Such configurations correspond to the values of \( x = 2.9 \text{ fm}, \ y = 2.5 \text{ fm}, \) and \( u = 0 \) for the 3\( \alpha \) system; \( x = 2.7 \text{ fm}, \ y = 2.6 \text{ fm}, \) and \( u = 0 \) for the 4\( \alpha \) system in the first excited state. Figure 7 illustrates these configurations.

In the \( ^{12}\text{C} \) nucleus, the centers of mass of the alpha-particle clusters are situated at the vertices of an equilateral triangle with a side length of 2.9 fm (see Fig. 7a). This result is close to that from [4], where the corresponding side length is 2.98 fm; in contrast to
what was obtained in the present study, however, the binding energy in [4] is less in magnitude than the experimental value by 0.5 MeV. Figure 8 provides a clear view of the spatial disposition of the alpha-particle clusters in the $^{12}$C nucleus. There, we can see the square of the wave function, $\Psi^2(x, y, u)$, of the $3\alpha$ system. The distance between two alpha particles is fixed at $x = 2.9$ fm, and the function itself is plotted in terms of the coordinates $yu$ and $y\sqrt{1 - u^2}$.

In the ground state of the $^{16}$O nucleus, the centers of mass of three alpha-particle clusters are situated at the vertices of an isosceles triangle with side lengths of 2.7, 2.9, and 2.9 fm (see Fig. 7b). The point offset from the center of mass of the $3\alpha$ cluster by a distance of 2.7 fm in the direction determined by the angles $\theta_x = 60^\circ$ and $\theta_y = 65^\circ$ between the vectors $x$ and $z$ and between the vectors $y$ and $z$, respectively, corresponds to the most probable position of the fourth alpha particle. For the first excited state of the $^{16}$O nucleus, the disposition of the alpha-particle clusters is illustrated in Fig. 7c. The spatial configuration of the alpha-particle clusters was investigated in [2, 3, 17, 18], where the authors considered primarily a regular tetrahedron and a linear chain of alpha particles. Our calculations reveal that neither of these is realized in the $^{16}$O nucleus. By way of example, we compare our results for the ground state of the $^{16}$O nucleus with the corresponding results of Dufour et al. [3], who used the method of generator coordinates and who considered the disposition of the alpha-particle clusters at the vertices of a regular tetrahedron with an edge length of 2.39 fm. The calculations of Dufour et al. [3] underestimate greatly the root-mean-square radius of the $^{16}$O nucleus, leading to the value of $R = 2.25$ fm. At the same time, their results for the $^{12}$C nucleus are consistent with ours—namely, the disposition of the alpha-particle clusters in the $^{12}$C nucleus is in accord with their disposition at the vertices of an equilateral triangle with a side length of 2.8 fm. We would also like to mention the study of Bauhoff et al. [18], who relied on the shell model of the nucleus. By employing the “Rhomb” configuration of the alpha-particle clusters in the $^{16}$O nucleus, those authors were able to reproduce closely the position of the first excited ($0^+$) level. The above configuration from [18] is similar to the configuration obtained here for the excited $0^+$ state of the $^{16}$O nucleus.

4. CONCLUSION

The $^{16}$O nucleus has been treated here as a bound state of the system consisting of four alpha-particle clusters. In addition to pair short-range potentials of interaction between the alpha particles, we have also considered three-body interaction potentials of two types. Of these, interaction of the first type binds three alpha particles into a cluster, while interaction of the second type simulates coupling between the fourth alpha-particle cluster and the pairs of the alpha parti-

---

**Fig. 7.** Most probable disposition of the alpha-particle clusters in (a) the ground state of $^{12}$C nucleus, (b) the ground state of $^{16}$O nucleus, and (c) the first excited state ($0^+$) of the $^{16}$O nucleus. The figures at the vertices indicate the numbers of the clusters, while the figure by the sides of the triangle in Fig. 7a and the figure by the edges of the tetrahedra in Figs. 7b and 7c indicate the distances (in fm) between the clusters.

**Fig. 8.** Square of the wave function, $\Psi^2(x, y, u)$, of the system of three alpha particles for the ground state of the $^{12}$C nucleus. The distance $x$ between two alpha particles is fixed at $x = 2.93$ fm (closed circles indicate the positions of the centers of mass of the alpha-particle clusters). The function is expressed in terms of the coordinates $yu$ and $y\sqrt{1 - u^2}$ plotted along the axes in fm.
cles bound into the above three-particle subsystem. As a matter of fact, this means that we have introduced a four-body interaction. The potential parameters have been determined by fitting the experimental values of the binding energies and of the root-mean-square radii for the $^{12}$C and $^{16}$O nuclei. The potential model obtained in this way on the basis of equation for the Yakubovsky components reproduces faithfully the first excited ($0^+$) state of the $^{16}$O nucleus. Following [11–13], where in-medium changes in the root-mean-square radii of the clusters involved were considered in dealing with cluster systems, we have assumed here that the root-mean-square radius of the alpha-particle cluster in the $3\alpha$ and $4\alpha$ bound systems differs considerably from that of a free alpha particle. By calculating, within this framework, the charge form factors for the $^{12}$C and $^{16}$O nuclei treated as the $3\alpha$ and $4\alpha$ systems, respectively, we have been able to reproduce the experimentally observed behavior of these form factors and their magnitudes. Based on the results of our calculations for the wave function of the $^{16}$O nucleus, we have found that the most probable disposition of four alpha-particle clusters in this nucleus is that at the vertices of a deformed tetrahedron.
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Abstract—All formulas that are necessary for deriving not only upper \( E_U \) but also lower \( E_L \) variational bounds on the energy of systems featuring a few nonrelativistic particles are obtained with trial functions in the form of expansions in multidimensional Gaussian functions or exponentials. For potentials that are used most widely, all matrix elements are expressed in terms of known functions, a circumstance that simplifies considerably relevant numerical calculations. This is so for systems featuring an arbitrary number of particles in the case of a Gaussian basis and for three-particle systems in the case of an exponential basis. Numerical results for \( E_U \) and \( E_L \), which are characterized by record accuracies, are presented for some Coulomb and nuclear systems such as the He atom; the \( e^+e^- \), \( pp\mu^- \), \( 3\alpha \), and \( 4\alpha \) systems; and hypertritium (\( p\Lambda \)). Lower bounds with exponential trial functions are obtained for the first time (the corresponding formulas are presented for the first time as well); for a Gaussian basis, lower bounds for Coulomb systems have not been known either. Given \( E_U \) and \( E_L \), limits within which the exact value of energy, \( E_0 \), lies can be indicated with confidence. Moreover, an analysis of the correlation between \( E_U \) and \( E_L \) with increasing number of terms in the expansion of the trial function makes it possible to improve the accuracy (at least by one order of magnitude) of the value \( E_0 \) extrapolated to infinity. By considering specific examples, it is shown that the exponential basis is advantageous in relation to the Gaussian one. © 2000 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

Investigation of systems involving three and more particles is of paramount importance for theory because this makes it possible to reveal qualitatively new effects of multiparticle forces and multiparticle correlations that are absent in two-particle systems. Moreover, such investigations contribute to understanding the role of relativistic effects in systems of more than two particles. Calculations for few-particle systems are important from the point of view of practical applications in rapidly developing realms of science such as spectroscopy of multiply charged ions and the physics of positronium atoms and positronium molecules, mesic molecules, exotic nuclear systems, hypernuclei, and other hadronic and quark objects.

In the most popular nonrelativistic potential approach, various methods—primarily, Faddeev’s methods, the method of hyperspherical functions, and the Monte Carlo method—are commonly used to solve the Schrödinger equation. In calculating bound systems, the variational approach, which provides the highest accuracy, remains, however, the most universal one in what is concerned with the shape and the structure of the potential. The absence of oscillations of the resulting estimates around the true value and the possibility of finding both the upper \( E_U \) and the lower \( E_L \) bound on energy—in many cases, this ensures the accuracy and reliability of calculations—are important advantages of the method.

In the overwhelming majority of studies, the authors restrict themselves to a determination of an upper bound on the ground-state energy \( E_0 \),

\[
E_U = \min_\psi \frac{\langle \psi | H | \psi \rangle}{\langle \psi | \psi \rangle},
\]

where \( H \) is the Hamiltonian of the system, and \( \psi \) is the trial function. But there is always the problem of assessing the proximity of \( E_U \) to \( E_0 \). In calculations featuring many parameters, it is possible to approach an exact value by taking an ever more involved trial function and by constructing the dependence \( E_U = E_U(n) \), where \( n \) is the quantity directly related to the number of variational parameters. For \( n \), we can take the number of terms in the general expansion

\[
\psi = \sum_{i=1}^{n} a_i \phi_i(\alpha'),
\]

where \( \phi_i \) are basis functions that are dependent on variational parameters \( a_i \) and \( \alpha' \).

In order to obtain an extrapolated energy value that is closer to an exact value, the \( n \) dependence of \( E_U \) is usually approximated by the expression

\[
E_U(n) = E_\infty + f_U(n),
\]

where \( f_U \) is some nonnegative function tending monotonically to zero as \( n \rightarrow \infty \), while \( E_\infty \) is the sought
extrapolated estimate of energy. However, the results of this procedure are open to criticism. In order to clarify this point, we note that, if the set of functions under use is not complete or if variational parameters are sought over some part of the full admissible region, $E_a$ will not coincide with $E_0$, remaining only some far or close approximation of it.

Provided that a lower bound is derived along with $E_U$, the variational method frequently makes it possible to answer the most difficult question, that of the accuracy of the results it yields. If, in particular, the energy $E_1$ of the first excited state\(^2\) (or its lower bound) is known, then $E_L$ can be found by the Temple formula [1]

$$E_L = \max_\psi \frac{E_1 \langle \psi | H | \psi \rangle - \langle \psi | H^2 | \psi \rangle}{E_1 - \langle \psi | H | \psi \rangle}, \quad (4)$$

which is valid for all trial functions ensuring fulfillment of the inequality $\langle \psi | H | \psi \rangle < E_1$. It can be seen easily that, at $\psi = \psi_0$, this formula yields the exact value for the energy of the system (as the expression for $E_1$ does). Moreover, it can be shown (see, for example, [2]) that, if there is no a priori information other than that about $\langle H \rangle$, $\langle H^2 \rangle$, and $E_1$, equation (4) leads to the best lower bound on $E_0$.

The calculations of few-nucleon nuclei from [3–6] show that $E_L$ is a rougher estimate of $E_0$ than $E_U$. For example, the quantity

$$\eta = \frac{E_0 - E_L}{E_U - E_0}, \quad (5)$$

which is often used in comparing various estimates, proved to be 50–100 in calculating \(^3\)He and \(^4\)He nuclei bound by simple $N\bar{N}$ potentials featuring a hard core [3]. In calculating tritium with the Hamada–Johnston potentials, Delves et al. [4] obtained the value of $\eta \sim 800$ and arrived at the conclusion that $\eta$ tends to ascend with increasing number of variational parameters. At the same time, $\eta$ values appear to be much less in the case of potentials characterized by a simpler radial dependence. In particular, it was found in [5] that $\eta \approx 40$ for three-particle systems bound by the soft-core Ali–Bodmer $\alpha\alpha$ potential [7] and that $\eta \approx 5$–10 for three- and four-nucleon systems governed by the purely attractive Baker potential.

2. CHOICE OF TRIAL FUNCTIONS

Variational calculations prove successful if the choice of basis functions having good approximating capabilities is combined with a highly efficient procedure for optimizing parameters in order to ensure a fast convergence of energy estimates. At the same time, it is important that matrix elements of the Hamiltonian of the system and of its square have a form as simple as possible.

For $S$ states of the system of particles—and we investigate here precisely such states—these requirements are met by taking the functions

$$\phi_i(\alpha^i) = \exp \left( - \sum_{k > l = 1}^N \alpha_{kl}^i r_{kl} \right), \quad (6)$$

$$\phi_i^*(\alpha^i) = \exp \left( - \sum_{k > l = 1}^N \alpha_{kl}^i r_{kl} \right), \quad (7)$$

where $r_{kl}$ is the distance between the $k$th and $l$th particles, while $N$ is the number of particles.

For the function in (6), the matrix elements of the Hamiltonian and of its square for systems featuring an arbitrary number of particles bound by potentials used extensively can be computed analytically, whereby numerical calculations of both the upper and the lower bound are simplified considerably. All formulas required for such calculations (see also [5]) are presented in Appendix 1.

For the functions in (7), the needed matrix elements can be calculated analytically only for three-particle systems. Some relevant calculations—both for nuclear and for atomic systems—can be found in the literature (see, for example, [8–12]), but these refer to upper bounds $E_U$ exclusively. This is not only because a determination of lower bounds is laborious but also because some necessary formulas have not yet been derived. In the next section and in Appendix 2, we present all formulas required for calculating both the upper and the lower bound on the energy of a three-particle system.

3. UPPER AND LOWER BOUNDS

ON THE ENERGY OF A THREE-PARTICLE SYSTEM IN AN EXPONENTIAL BASIS

Upon separating the center of mass, the Hamiltonian of the three-particle system reduces to the form

$$H = \frac{P_{1}^2}{2\mu_{23}} + \frac{P_{2}^2}{2\mu_{31}} - \frac{P_1 \cdot P_2}{m_3} + V,$$

where $P_1 = p_{23}$ and $P_2 = p_{31}$ are the momentum operators for relative motion, $V$ is the potential-energy operator, and

$$\frac{1}{\mu_{23}} = \frac{1}{m_2} + \frac{1}{m_3} = \frac{1}{\mu} - \frac{1}{m_1},$$

$$\frac{1}{\mu_{31}} = \frac{1}{m_3} + \frac{1}{m_1} = \frac{1}{\mu} - \frac{1}{m_2}.$$

For coordinates, it is convenient to choose the interparticle distances $R_1 = r_{23}$, $R_2 = r_{31}$, and $R_3 = r_{12}$ and the Euler angles. In the case of central forces

\(^2\)Here, we mean an excited state corresponding to the same symmetry of the wave function and the same angular momentum as in the ground state.
where \( \mathbf{n}_i \) is a unit vector aligned with the vector \( \mathbf{R}_i \).

In our notation, the basis functions (7) are written as

\[
|\psi\rangle = \frac{\exp\left(-\sum_{k=1}^{3} \alpha_k \mathbf{R}_k\right)}{\sqrt{\sum_{k=1}^{3} \alpha_k \mathbf{R}_k}},
\]

while the normalization condition for the trial function (2) is given by

\[
\langle \psi | \psi \rangle = \sum_{i,j} a_i a_j \langle i | j \rangle,
\]

where

\[
\langle i | j \rangle = 8\pi^2 \int_{R_1}^{R_2} \int_{R_1}^{R_2} \int_{R_1}^{R_2} \exp\left(-\sum_{k=1}^{3} \alpha_k \mathbf{R}_k\right) \, dR_1 \, dR_2 \, dR_3.
\]

The expressions for the upper and lower variational bounds on the energy can be found by differentiating the fundamental integrals

\[
I_{000}^{k} (x_1, x_2, x_3) \equiv 8\pi^2 \int_{R_1}^{R_2} \int_{R_1}^{R_2} \int_{R_1}^{R_2} \exp\left(-\sum_{k=1}^{3} x_k \mathbf{R}_k\right) \, dR_1 \, dR_2 \, dR_3,
\]

\[
U_{100}^{lim} (x_1, x_2, x_3) \equiv 8\pi^2 \int_{R_1}^{R_2} \int_{R_1}^{R_2} \int_{R_1}^{R_2} \exp\left(-\sum_{k=1}^{3} x_k \mathbf{R}_k\right) \, dR_1 \, dR_2 \, dR_3,
\]

with respect to the parameters \( x_k = \alpha_k' + \alpha_k'' \).

The integral

\[
I_{klm}^{k} (x_1, x_2, x_3) \equiv 8\pi^2 \int_{R_1}^{R_2} \int_{R_1}^{R_2} \int_{R_1}^{R_2} \exp\left(-\sum_{j=1}^{3} x_j \mathbf{R}_j\right) \, dR_1 \, dR_2 \, dR_3,
\]

can be evaluated by using the relation

\[
\begin{align*}
I_{klm}^{k} (x_1, x_2, x_3) = & \left(\frac{\partial}{\partial x_1}\right)^k \left(\frac{\partial}{\partial x_2}\right)^l \left(\frac{\partial}{\partial x_3}\right)^m I_{000}^{0} (x_1, x_2, x_3),
\end{align*}
\]

while the integral

\[
U_{1}^{k} (x_1, x_2, x_3) \equiv 8\pi^2 \int_{R_1}^{R_2} \int_{R_1}^{R_2} \int_{R_1}^{R_2} \exp\left(-\sum_{k=1}^{3} x_k \mathbf{R}_k\right) \, dR_1 \, dR_2 \, dR_3,
\]

is taken with the aid of the relation

\[
U_{1}^{lim} (x_1, x_2, x_3) = \left(\frac{\partial}{\partial x_1}\right)^k \left(\frac{\partial}{\partial x_2}\right)^l \left(\frac{\partial}{\partial x_3}\right)^m U_{100}^{0} (x_1, x_2, x_3).
\]

The integral in (8) can be calculated easily, the result being

\[
I_{000}^{0} (x_1, x_2, x_3) = \frac{16\pi^2}{(x_1 + x_2)(x_2 + x_3)(x_3 + x_1)},
\]

while the integral in (9) for arbitrary \( V(R_1) \) reduces to the form

\[
U_{100}^{0} (x_1, x_2, x_3) = \frac{16\pi^2}{(x_2 + x_3)(x_3 + x_1)},
\]

\[
\times \int_{R_1}^{R_2} \int_{R_1}^{R_2} \exp\left(-\sum_{k=1}^{3} x_k \mathbf{R}_k\right) \, dR_1 \, dR_2.
\]

For the sake of convenience, we now introduce the notation

\[
t_1 \equiv 2(\mathbf{n}_2 \cdot \mathbf{n}_3) = \frac{R_2^2 + R_3^2 - R_1^2}{R_1 R_3},
\]

\[
t_2 \equiv 2(\mathbf{n}_3 \cdot \mathbf{n}_1) = \frac{R_3^2 + R_1^2 - R_2^2}{R_1 R_3},
\]

\[
t_3 \equiv 2(\mathbf{n}_1 \cdot \mathbf{n}_2) = \frac{R_1^2 + R_2^2 - R_3^2}{R_1 R_3};
\]

\[
T_p \equiv \langle i | j \rangle, \quad G_p \equiv \langle i | 1/R_p | j \rangle,
\]

\[
I_{k}^{lim} \equiv I_{klm}^{k} (x_1, x_2, x_3).
\]

We also introduce the operator \( O_{pq} \) implementing a permutation of any pair of coordinates \( x_p \) and \( x_q \), for example,

\[
O_{12} f(x_1, x_2, x_3) \equiv f(x_2, x_1, x_3),
\]

and satisfying the condition \( O_{pp} = 1 \), \( p = 1, 2, 3 \). It follows that

\[
G_p = O_{pq} I_{p1}^{011}, \quad T_p = O_{pq} (I_{120}^{120} + I_{102}^{102} - I_{300}^{300}),
\]

with \( p = 1, 2, 3 \).

After some simple algebra, we find that the matrix elements of the operator \( \tilde{T} \) between the states \( i \) and \( j \) can
be represented as

$$\langle i|T|j \rangle = \sum_{p=1}^{3} (s^i_p G_p - d^i_p T_p) - u^i I^{111},$$

where

$$s^i_1 = \frac{h^2}{\mu_{23}} \alpha_{11}^i, \quad s^i_2 = \frac{h^2}{\mu_{31}} \alpha_{12}^i, \quad s^i_3 = \frac{h^2}{\mu_{12}} \alpha_{13}^i,$$

$$u^i = s^i_1 \alpha_{11}^i + s^i_2 \alpha_{12}^i + s^i_3 \alpha_{13}^i,$$

$$d^i_1 = \frac{h^2}{2m_1} \alpha_{21}^i \alpha_{31}^i, \quad d^i_2 = \frac{h^2}{2m_2} \alpha_{22}^i \alpha_{32}^i, \quad d^i_3 = \frac{h^2}{2m_3} \alpha_{23}^i \alpha_{33}^i,$$

The matrix elements for potentials used extensively are given by quite simple expressions. In particular, we have

$$\langle i|1/R_1|j \rangle = I^{011}(\alpha_{11}^i + \alpha_{12}^i, \alpha_{21}^i + \alpha_{22}^i, \alpha_{31}^i + \alpha_{32}^i)$$

for the Coulomb interaction $V(R_1) = 1/R_1$,

$$\langle i|\exp(-\lambda_1 R_1)|j \rangle = I^{111}(\alpha_{11}^i + \alpha_{12}^i + \lambda_1, \alpha_{21}^i + \alpha_{22}^i, \alpha_{31}^i + \alpha_{32}^i)$$

for the exponential potential $V(R_1) = \exp(-\lambda_1 R_1)$, and

$$\langle i|\exp(-\lambda_2 R_2)|j \rangle = I^{011}(\alpha_{11}^i + \lambda_1, \alpha_{21}^i + \lambda_2, \alpha_{31}^i + \lambda_3)$$

for the Yukawa potential $V(R_1) = \exp(-\lambda_2 R_2)$. The expressions for the matrix elements of $V(R_2)$ and $V(R_1)$ are similar.

A determination of the lower variation bound (4) requires additionally calculating the matrix elements of the operators $T^2$, $V^2$, and $VT$. For this purpose, it is convenient to introduce the quantities

$$J_{pq} \equiv \langle i|1/R_p R_q|j \rangle, \quad W_{pq} \equiv \langle i|T_p R_q|j \rangle, \quad Q_{pq} \equiv \langle i|T_p T_q|j \rangle.$$

A calculation of the matrix elements of $T^2$ leads to the expression

$$\langle i|T^2|j \rangle = u^i u^i I^{111} - 3 \sum_{p=1}^{3} (s^i_p u^i + s^i_p u^i) G_p$$

$$+ 3 \sum_{p=1}^{3} (d^i_p u^i + d^i_p u^i) T_p - 3 \sum_{p,q=1}^{3} (s^i_p d^i_q + s^i_p d^i_q) W_{pq}$$

$$+ 3 \sum_{p,q=1}^{3} s^i_p s^i_q J_{pq} + 3 \sum_{p,q=1}^{3} d^i_p d^i_q Q_{pq},$$

where

$$W_{pp} = O_{p1}(I^{020} + I^{002} - I^{000}), \quad W_{pq} = O_{p1} O_{q2}(I^{1-12} + I^{110} - I^{3-10}), \quad$$

$$Q_{pp} = O_{p1}(I^{5-1-1} + I^{13-1} - I^{1-13} - 2I^{31-1} - 2I^{3-31} + 2I^{111}),$$

$$Q_{pq} = O_{p1} O_{q2}(2I^{22-1} - I^{04-1} - I^{40-1} + I^{003}),$$

$$J_{pp} = O_{p1} I^{111}, \quad J_{pq} = O_{p1} O_{q2} I^{001}, \quad p \neq q.$$
LOWER AND UPPER VARIATIONAL BOUNDS

\[ \langle i | \exp(-\lambda_1 R_1 - \lambda_2 R_2)/R_1 R_2 | j \rangle \]
\[ = I^{03}(\alpha'_1 + \alpha'_4 + \lambda_1, \alpha'_2 + \alpha'_3 + \lambda_2, \alpha'_3 + \alpha'_3) \]
for the Yukawa potential.

Further, the matrix element of the operator \( V(R_1)T + TV(R_1) \) can be represented in the form
\[ \langle i | V(R_1)T + TV(R_1) | j \rangle = s'_1 U^{101}_1 + s'_2 U^{101}_1 + s'_3 U^{110}_1 \]
\[ - u^j U^{111}_1 + d'_3 (U^{003}_1 - U^{201}_1 - U^{211}_1) \]
\[ + d'_3 (U^{300}_1 - U^{120}_1 - U^{112}_1) + d'_3 (U^{030}_1 - U^{012}_1 - U^{210}_1). \]
We have
\[ U^{k,m}_1 = I^{k-1,1,m}_1(\alpha'_1 + \alpha'_4 + \lambda_1, \alpha'_2 + \alpha'_3 + \lambda_2, \alpha'_3 + \alpha'_3) \]
for the Coulomb potential \( V(R_1) = 1/R_1 \),
\[ U^{k,m}_1 = I^{k-1,1,m}(\alpha'_1 + \alpha'_4 + \lambda_1, \alpha'_2 + \alpha'_3 + \lambda_2, \alpha'_3 + \alpha'_3) \]
for the exponential potential \( V(R_1) = \exp(-\lambda_1 R_1) \), and
\[ U^{k,m}_1 = I^{k-1,1,m}(\alpha'_1 + \alpha'_4 + \lambda_1, \alpha'_2 + \alpha'_3 + \lambda_2, \alpha'_3 + \alpha'_3) \]
for the Yukawa potential \( V(R_1) = \exp(-\lambda_1 R_1)/R_1 \).

4. NUMERICAL CALCULATIONS

In our numerical calculations, the trial function was taken in the form of expansion (2) in the basis functions (6) or (7). Optimal values of the variational parameters were determined by means a procedure that combined step-by-step and global searches [13, 14]. According to this procedure, the trial function is constructed by successively adding terms to the expansion in (2). At each step, only the nonlinear parameters of the added term are determined at fixed parameters of the terms found previously by minimizing an upper bound. For this purpose, we invoke the Monte Carlo method with a distribution function that is deduced in each calculation from an analysis of the distribution that is actually being formed (learning algorithm). The nonlinear parameters obtained in this way can be used for the lower bound as well. At each step, the linear parameters are determined for \( E_U \) and \( E_L \) independently by means of conventional methods. Specific calculations reveal (examples are given below) that, at a fixed degree of precision, this approach makes it possible to reduce considerably (by a factor of 2 or more) the number of terms in expansion (2) in relation to the case where nonlinear parameters are fixed at some preset grid, chosen in one way or another rather than varied. Stochastic searches become more advantageous as the number of functions increases.

Given an upper bound, a determination of a lower bound is of importance, above all, for it fixes an interval where the exact value of the energy lies. Although lower bounds usually show more pronounced deviations from \( E_0 \) than upper bounds, a determination of the two bounds may refine the results of variational calculations. This concerns primarily calculations in which a trial function is gradually complicated by increasing the number of variational parameters. In such cases, an analysis of the parametric relationship between \( E_U \) and \( E_L \) at various values of \( n \) may be very informative [2]. Let us clarify this point further. If an expression similar to (3) is used for the lower bound, then the upper and the lower bound are related by the equation
\[ E_U = E_m + (E_m - E_L)/\eta(n), \]
where \( \eta = f_1/f_0 \) is the quantity introduced in (5). It can be seen from (12) that, if the two bounds are characterized by approximately the same character of convergence [so that \( f_1(n) \approx f_0(n) \); hence, \( \eta = \text{const} \)], equation (12) is linear. It should be emphasized that this is so for any law of convergence, which is unknown, as a rule. It is obvious that, in this case, the estimate of \( E_0 \) is of the highest reliability. In actual practice, however, \( \eta \) is not strictly constant, slowly growing, in the majority of cases, as we approach the exact solution (see, for example, [4]). Nevertheless, the use of relation (12) simplifies considerably the extrapolation procedure in relation to that based on formulas of the type (3).

The convergence of variational bounds is often approximated by the power-law dependence
\[ f_U(n) \propto n^{-\gamma_U}, \quad f_L(n) \propto n^{-\gamma_L}, \]
where \( \gamma_U \) and \( \gamma_L \) are adjustable parameters. In this case, relation (12) can be recast into the form
\[ E_U = E_m + \text{const} \times (E_U - E_L)^{1+\gamma}, \]
where \( \gamma = (\gamma_U - \gamma_L)/\gamma_L \). In deriving this formula, we have replaced \( E_m \) by \( E_L \) on the right-hand side of it, assuming that \( \eta \gg 1 \). It may be used to extrapolate the results of the calculations in order to refine them.

5. GAUSSIAN FUNCTIONS

Figures 1 and 2 show an upper and a lower bound on the energies of the 3\( \alpha \) and 4\( \alpha \) systems, respectively, for various numbers \( n \) of terms in expansion (2) with the basis functions (6). Table 1 displays the upper and lower bounds obtained at maximal \( n \) and the corresponding extrapolated values (the probable extrapolation error at the last decimal place is given in parentheses). The same table also quotes the expectation values of the kinetic- and potential-energy operators and the root-mean-square radii. Here and below, all energy values and all dimensions are given in MeV and fm, respectively, for the nuclear systems and in atomic units (a.u.) for the atomic systems.

The calculations were performed with the Ali–Bodmer potential (the \( d_0 \) version featuring no Coulomb...
An analysis of the results revealed that the two bounds converge similarly; that is, their convergence can be approximated by a power-law dependence of the type (13) with $\gamma_U = \gamma_L = 3.7$ for three-particle systems and $\gamma_U = \gamma_L = 2.3$ for four-particle systems. Hence, the dependence $E_L = E(U)$ is close to a linear one, so that uncertainties in the calculation can be reduced considerably. Indeed, the extrapolation errors are estimated at about $10^{-5}$ MeV in the three-particle case, the difference between the estimates being 0.003 MeV. In the four-particle case, the accuracy of the calculations is much poorer. This is due above all to the doubled number of interparticle couplings in the presence of strong repulsion at small distances. It should be noted that $\eta$ is close to 35 for the $3\alpha$ system and to 24 for the $4\alpha$ system. At present, the results that we obtained for the $3\alpha$ and $4\alpha$ systems are the most precise (compare with [6] and [13], respectively).

It can be seen from (4) that, in general, the lower the energy of the first excited state, the poorer the accuracy of the lower bound. By way of example, we present the results of our calculations for hypertritium, the three-particle system $pN\Lambda$ with an anomalously low excitation energy, which is equal to the binding energy $B^\text{expt}_{2.3} = 0.13$ MeV (the total binding energy of the system is 2.35 MeV). In the calculations, we used the semirealistic $NN$ potential from [5] and the simplest $N\Lambda$ potential from [15], the latter being corrected in such a way as to obtain a correct value for the $^3\Lambda H$ binding energy. The energy of the first excited state is equal to the deuteron binding energy (in our calculations, $E_1 = E_d = 2.221$ MeV).

The results of the calculations are displayed in Table 2 [row (a)] and in Fig. 3. It can be seen that, as in the case of alpha-particle systems, the dependence $E_L = E(U)$ is close to a linear one, but the $\eta$ value is about 2800. Nevertheless, even so rough a lower bound makes it possible to determine one more decimal place by means of the extrapolation procedure ($E_{\text{expt}} = -2.3689 \pm 0.0003$ MeV, which corresponds to $B^\Lambda = 0.1479 \pm 0.0003$ MeV).

As an example of the calculation for Coulomb systems, we quote the results for the He atom with an infinitely heavy nucleus ($^4\text{He}$). The calculations were performed up to $n = 525$. As might have been expected, the convergence of the variational procedure proved to be much poorer than in the case of nuclear systems. This was associated above all with the difficulties in describing the asymptotic behavior of the wave function in terms of the Gaussian basis. Apart from this, the convergence of the lower bound is poorer than that of the upper bound because of the special features of the spectrum of Coulomb systems (in calculating $E_L$, the $E_L$ value was chosen on the basis of the results of the calculations with exponential functions; see below). By way of illustration, we indicate that, in the present calculation, $\gamma_U = 1$, while $\gamma_L = 0.3$. Figure 4 displays the relation between $E_U$ and $E_L$ and its approximation according to (14) (dashed curve). The extrapolated value appeared to be $-2.9039$, whereas $E_L(525) = -2.9031$ and $E_L(525) = -5.18$, $\eta$ being about 4200.

**Fig. 1.** Relation between the upper and lower bounds on the energy of the $3\alpha$ system (Gaussian basis).

**Fig. 2.** Relation between the upper and lower bounds on the energy of the $4\alpha$ system (Gaussian basis).
Table 1. Upper and lower bounds on the energies of the 3α and 4α systems, extrapolated values of these energies, and mean kinetic and potential energies and root-mean-square radii for these systems

<table>
<thead>
<tr>
<th>System</th>
<th>$E_\infty$</th>
<th>$E_U$</th>
<th>$E_L$</th>
<th>$\langle T \rangle$</th>
<th>$\langle V \rangle$</th>
<th>$\langle r^2 \rangle^{1/2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3α ($n = 100$)</td>
<td>-5.12212(1)</td>
<td>-5.122038</td>
<td>-5.125085</td>
<td>7.62</td>
<td>-12.74</td>
<td>2.44</td>
</tr>
<tr>
<td>4α ($n = 1000$)</td>
<td>-11.161(1)</td>
<td>-11.154</td>
<td>-11.322</td>
<td>14.51</td>
<td>-25.67</td>
<td>2.562</td>
</tr>
</tbody>
</table>

Table 2. Upper and lower bounds on the energy of the $^3$H system, extrapolated values of this energy, and mean kinetic and potential energies and root-mean-square radii for this system

<table>
<thead>
<tr>
<th>$E_\infty$</th>
<th>$E_U$</th>
<th>$E_L$</th>
<th>$\langle T \rangle$</th>
<th>$2\langle V_{NN} \rangle$</th>
<th>$\langle V_{NN} \rangle$</th>
<th>$\langle r_N^2 \rangle^{1/2}$</th>
<th>$\langle r_N^2 \rangle^{1/2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>-2.3689(3)</td>
<td>-2.3677</td>
<td>-5.72</td>
<td>18.96</td>
<td>-4.30</td>
<td>-17.03</td>
<td>6.15</td>
</tr>
<tr>
<td>(b)</td>
<td>-2.3586114(2)</td>
<td>-2.358611</td>
<td>-2.3641</td>
<td>18.00</td>
<td>-4.75</td>
<td>-15.62</td>
<td>6.62</td>
</tr>
</tbody>
</table>

Note: (a) Gaussian basis, $n = 500$; (b) exponential basis, $n = 300$.

6. EXPOENTIAL FUNCTIONS

As a first example of the calculation with exponential functions, we present the results for the helium atom with an infinitely heavy nucleus ($^4$He) (see Table 3). At $n = 100$, we obtained $E_U = -2.903724364$ and $E_L = -2.903741$. In calculating $E_L$, we used the value of $E_1 = -2.1753$, which is obviously smaller than the energy of the first excited state. It can be seen that the results are much more accurate (by a few orders of magnitude) than those in the case of a Gaussian basis. The sought value of energy is constrained in a relatively narrow interval whose width can be further reduced by increasing the number of terms in (2).

Figure 5, which shows a correlation between the upper and lower bounds on the energy of the helium atom $^4$He for various numbers of terms in expansion (2) with the basis functions (7), illustrates the procedure of extrapolation in accordance with equation (14). An analysis of convergence of variational bounds reveals that the dependences $E_U = E_U(n)$ and $E_L = E_L(n)$ can be approximated by power-law functions with power-law exponents $\gamma_U = 6.7$ and $\gamma_L = 5.1$, the extrapolated value being $E_\infty = -2.903724377(2)$. Despite the large value of $\eta = 1300$ (owing to fast convergence of variational bounds), an extrapolation makes it possible to reduce computational errors by 1.5 orders of magnitude. It should also be noted that the virial theorem holds to a high accuracy (which increases further with increasing $n$). By way of example, we indicate that, at $n = 200$, the ratio $|2\langle T \rangle/\langle V \rangle|$ differs from unity only at the eleventh decimal place.

As to the upper bound, the most precise results for it are presently thought to be those of Frankowski and Pekeris [16] ($E_U = -2.9037243770326$, $E_\infty = -2.9037243770333$), which were obtained at $n = 246$ by using a rather cumbersome basis of the exponential type, including, in particular, logarithmic terms. We would also like to indicate the study of Schwarz [17], who combined exponential and power-law bases. Purely exponential bases were used in [9, 11], but the accuracy of calculations were poorer there. We emphasize that, at a given number of terms in expansion (2), our results for $E_U$ are the most precise ones. Among other things, this shows that the accuracy of the calculation is more sensitive to the choice of procedure for determining extrema of variational estimates than to taking into account logarithmic terms in the trial function.

Finally, we have calculated the energies of some helium isotopes—$^3$He, $^4$He, $^6$He, and $^8$He—and determined thereby mass effects. It is interesting to note that the specific mass effect is quite large here. The specific
mass effect with respect to the total mass effect is given in Table 4, all restrictions on the accuracy being due to the experimental uncertainties in nuclear masses.

Another example is provided by the exotic system $e^+e^-e^-$. Here, the calculations were performed up to $n = 150$, the results being presented in Table 5. A correlation between $E_U$ and $E_L$ over a final segment of the curve is illustrated in Fig. 6 (in atomic units). The character of convergence is specified by the values of $\gamma_U = 5.6$ and $\gamma_L = 4.7$, the extrapolated estimate being $E_\infty = -0.2620050698(2)$, $\eta = 900$. In deriving the lower bound, the value of $-0.25$, which corresponds to the breakup of the system into $e^+e^-e^-$, was chosen for the energy of the first excited state.

Presented below are additionally the results of the calculations for the mesic hydrogen molecule:

$$
E_U(100) = -102.223723,
E_L(100) = -102.2258,
E_\infty = -102.223742(3).
$$

A calculation with the aid of the Gaussian basis again yields the rougher results

$$
E_U(400) = -102.14,
E_\infty = -102.20(4).
$$

As an example of what can be obtained from a calculation of three-body nuclear systems in an exponential basis, we present our results for hypertritium. In this calculation, we employed the simplest nuclear potentials of the exponential form $V(r) = -V_0 \exp(-\nu r)$ with the same parameters as in [15]:

$$
V_0 = 192.7 \text{ MeV}, \ \nu = 1.506 \text{ fm}^{-1}
$$

for the $NN$ potential;

$$
V_0 = 711 \text{ MeV}, \ \nu = 4.44 \text{ fm}^{-1}
$$

for the $AN$ potential.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$E_U$, a.u.</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>-2.9034</td>
</tr>
<tr>
<td>300</td>
<td>-2.9035</td>
</tr>
<tr>
<td>525</td>
<td>-2.9036</td>
</tr>
<tr>
<td>400</td>
<td>-2.9037</td>
</tr>
</tbody>
</table>

Fig. 4. Relation between the upper and lower bounds on the energy of the $^3$He atom (Gaussian basis).
Although these potentials differ from those used in the calculations of $^3$H with a Gaussian basis, the results are also presented in Table 2 [(b) row]. The relation between $E_L$ and $E_U$ for various $n$ values is illustrated in Fig. 7 [here, the extrapolated value is $E_\infty = -2.3586114(2)$ MeV]. In just the same way as in the case of atomic systems, the exponential basis ensures here a faster convergence and more precise results in relation to the Gaussian basis. For example, a precision of about $10^{-3}$ MeV is achieved only at $n = 300$ with the Gaussian basis and at a much smaller value of $n = 100$ with the exponential basis.

**Fig. 5.** Relation between the upper and lower bounds on the energy of the $^{\infty}$He atom (exponential basis).

**Fig. 6.** Relation between the upper and lower bounds on the energy of the $e^+e^-e^-$ system (exponential basis).
Kinetic Energy

For the matrix element of the kinetic-energy operator, the result is

$$\langle i | \mathcal{T} | j \rangle = \langle i | j \rangle \mathcal{T}(\alpha', \beta'),$$

where

$$\mathcal{T}(\alpha, \beta) = \sum_{k,l,m} \mu_k \alpha_{kl} \beta_{lm} (L_{kl} + L_{lm} - L_{lk}).$$

We are grateful to A. M. Frolov for stimulating discussions.

Potential Energy

For the potential $V_k(r_k)$ of interaction between the $k$th and $l$th particles, we have

$$\langle i | V_k(r_k) | j \rangle = \langle i | j \rangle \frac{4}{\pi} \int_0^\infty V_k(\sqrt{L_{kl}} x) e^{-x^2} x^2 dx.$$

From here, it is easy to calculate the matrix elements for all widely used potentials (see [5]). In particular, the results for the Gaussian and Coulomb potentials are

$$\langle i | \exp(-v r_k^2) | j \rangle = \langle i | j \rangle (1 + v L_{kl})^{-3/2},$$

$$\langle i | 1/r_k | j \rangle = \langle i | j \rangle 2/\sqrt{\pi L_{kl}}.$$

Matrix Elements of the Squared Hamiltonian

For the relevant matrix elements, we have

$$\langle i | \mathcal{H}^2 | j \rangle = \langle i | j \rangle \mathcal{H}^2(\alpha', \beta') = \frac{2}{3} \sum_{k,l,m} \mu_m \mu_n \alpha_{km} \alpha_{lm}$$

$$\times \alpha_{lm} \alpha_{kl} \left[ 4 L_{km/l} - 2 L_{kl/m} - 2 L_{km/l} + L_{kl/m} \right],$$

where

$$\langle i | V_{kl} V_{mn} | j \rangle = \langle i | j \rangle \frac{2(1 - g_{klmn})^{3/2}}{\pi g_{klmn}}$$

$$\times \int \int \exp (-x^2 + 2 g_{klmn} x y - y^2) x y d x d y$$

$$\times V_{kl}(\sqrt{L_{kl}}(1 - g_{klmn}) |y|) V_{mn}(\sqrt{L_{mn}}(1 - g_{klmn}) |x|).$$

$$\langle i | \mathcal{T} V_{kl} + V_{kl} \mathcal{T} | j \rangle = 2 \mathcal{T}(\alpha', \beta') \langle i | V_k | j \rangle$$
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APPENDIX 1

Gaussian Basis: Matrix Elements of the Hamiltonian and Its Square for Systems Featuring an Arbitrary Number of Particles

It is convenient to represent Gaussian functions as

$$\phi_i(\alpha^i) \equiv |i\rangle = \exp(-R^i A^i R),$$

where $R$ is the $(N-1) \times 1$ vector column of $R_{1/N}, R_{2/N}, \ldots, R_{N-1,N}$, while the elements of the $(N-1) \times (N-1)$ matrix $A^i$ are related to the variational parameters $\alpha^i$ by the equations

$$A_{kk}^i = \sum_{l \neq k=1}^N \alpha_{ik}, \quad A_{kl}^i = -\alpha_{kl},$$

$$k \neq l = 1, 2, \ldots, N-1.$$

Overlap Integral

For the overlap integral, we have

$$\langle i | j \rangle = \int \exp\{-R^i(A^i + A^j)R\} dR_{1/N} \ldots dR_{N-1,N}$$

$$= \pi^{(N-1)/2} / D^{3/2},$$

where

$$D = \det(A^i + A^j).$$
and their combinations: the variables \( N \). In order to deduce lower variational bounds, we

\[ W_{12} = 2I^{000}(A_1 + 2A_2) + 4A_3^2S_{12}^2 - 4A_2^2S_{13}^2, \]

\[ Q_{12} = 4I^{111} - 16I^{000}(A_1^2 + A_2^2) - 32A_3S_1^2, \]

\[ Q_{11} = 12A_2(-2S_{12}^2 + 3S_{13}^2 - 3S_{22}^2A_2 + 2S_{23}^2) + 4(T_{11} - I^{111}) + I^{5-1-1}, \]

\[ I^{5-1-1} = \]

APPENDIX 2

Integrals \( I^{kmn} \)

The integrals \( I^{kmn}(x_1, x_2, x_3) \) with nonnegative indices are homogeneous polynomials of degree \( k + l + m + 3 \) in the variables

\[ A_1 \equiv (x_2 + x_3)^{-1}, \quad A_2 \equiv (x_3 + x_1)^{-1}, \]

\[ A_3 \equiv (x_1 + x_2)^{-1}. \]

In order to obtain upper variational bounds in problems involving Coulomb, exponential, or Yukawa potentials, we must calculate the following integrals and their combinations:

\[ I^{000} = 16\pi^2A_1A_2A_3, \]

\[ I^{111} = 2I^{000}(A_1 + A_2)(A_2 + A_3)(A_3 + A_1) - A_1A_2A_3, \]

\[ I^{011} = I^{000}(A_1A_2 + A_2A_3 + A_3A_1 + 2A_1^2), \]

\[ T_1 = 2I^{111} - 8I^{000}(A_2A_3(A_2 + A_3)). \]

To deal with similar integrals featuring negative indices, it is convenient to introduce the notation

\[ B_1 \equiv (x_2 - x_3)^{-1}, \quad B_2 \equiv (x_3 - x_1)^{-1}, \quad B_3 \equiv (x_1 - x_2)^{-1}, \]

\[ S_{1c1}^{[s]} = B_1^{n}\ln\frac{A_2}{A_3} - B_1^{-1}A_3 - \ldots - \frac{B_1A_3^{n-1}}{n-1}, \]

\[ S_{E1}^{[s]} = B_1^{n}\ln\frac{A_2}{A_3} - B_1^{-1}A_3 - \ldots - \frac{B_1A_3^{n-1}}{n-1}, \]

\[ N^{[s]} = \frac{1}{n}\left( A_2\ln\frac{A_1}{A_2} - A_2\ln\frac{A_3}{A_1} - S_{1c1}^{[s]} + (-1)^{n-1}S_{E1}^{[s]} \right). \]

In order to deduce lower variational bounds, we need the following integrals and their combinations:

\[ I^{011} = I^{000}(A_1 + A_2), \]

\[ I^{-111} = A_1S_{1c1}^{[s]} - A_1S_{1c2}^{[s]} + I^{000}(A_1 + (A_2 + A_3)/2), \]

\[ W_{11} = 2I^{011} - 4I^{000}A_1A_3, \]

\[ W_{12} = 2I^{000}(A_1 + 2A_2) + 4A_3^2S_{12}^2 - 4A_2^2S_{13}^2, \]

\[ Q_{12} = 4I^{111} - 16I^{000}(A_1^2 + A_2^2) - 32A_3S_1^2, \]

\[ Q_{11} = 12A_2(-2S_{12}^2 + 3S_{13}^2 - 3S_{22}^2A_2 + 2S_{23}^2) + 4(T_{11} - I^{111}) + I^{5-1-1}, \]

\[ I^{5-1-1} = \]
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Abstract—Effects of weak nucleon interaction are calculated for the ground-state doublet of \(5/2^±\) levels of the strongly deformed nucleus \(^{229}\)Pa. A parity-nonconservation effect in the doublet states can be observed in the conversion spectrum for the isomeric transition between the doublet levels. By using a generalized model of the nucleus, the matrix element of the effective one-nucleon weak-interaction potential, which determines the weight of the opposite parity admixture in the doublet components is estimated in the single-particle approximation. The reduced probabilities of the \(E1\) and \(M1\) nuclear transitions between the doublet states are calculated within various models of the deformed nuclear potential. The effect of Coriolis forces on the dipole electric transition in question is considered. The lifetime of the upper doublet state is estimated. © 2000 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

It was predicted theoretically in [1] and established experimentally in [2, 3] that the ground state of the strongly deformed protactinium nucleus \(^{229}\)Pa actually represents a doublet of \(I = 5/2\) states characterized by opposite parities (±), their energy splitting and the lifetime of the upper level being respectively, \(\Delta E = 220 \pm 50\) eV and \(\tau_{\text{exp}} = 0.6 \times 10^{-6}\) s. \(^{1}\)

In the interactions of \(^{229}\)Pa nuclei with electrons, this unique situation can be used to observe parity-nonconservation effect in the doublet states—namely, in the conversion spectrum for the isomeric transition between the doublet levels and in the differential cross section for inelastic electron scattering leading to the excitation of this transition. The parity-mixed \((E1 + M1)\) nuclear transition is almost completely saturated by the contribution of conversion channels (the internal-conversion ratio is about \(10^6\)) featuring the upper electron shells \(5d_{5/2}, 5d_{3/2}, 6s_{1/2}, 6p_{1/2}, 6p_{3/2}, 6d_{3/2}, 5f_{5/2},\) and \(7s_{1/2}\) of the atom.

Among the effects that can be observed experimentally, there are those that are linear in the weak-interaction coupling constant \(G_F\)—for example, the effect that the admixture of the magnetic \(M1\) multipole to the basic electric \(E1\) multipole exerts on the intensities of the lines associated with the excitation of electron orbits of the \(^{229}\)Pa atom via the conversion of the \((E1 + M1)\) nuclear transition.

In the present study, we estimate the lifetime of the upper isomeric state of the doublet, thereby verifying the hypothesis of the one-nucleon structure of the doublet states. The wave functions of the orbitals involved were derived in the form of expansions in terms of a single-particle basis in a spherical Woods–Saxon potential, the expansion coefficients being taken from the tables presented by Gareev et al. [7]. In order to test the sensitivity of the results to the form of nuclear potential, we compare them with analytic estimates obtained on the basis of the Nilsson model with functions of the spherical oscillator basis [8].

We calculate here the reduced probabilities of the basic \(E1\) and the admixed \(M1\) nuclear transition and present a tentative estimate for the possible variations of the mixing amplitude in the \((E1 + M1)\) transition that are due to uncertainties in the parameters appearing in the model of the nucleus used and to the possible complications of the structure of the doublet (because of Coriolis mixing).

2. MODEL WAVE FUNCTIONS OF THE \((5/2)^±\) DOUBLET OF STATES OF THE \(^{229}\)Pa NUCLEUS

In order to describe the states of the strongly deformed nucleus \(^{229}\)Pa, we make use of the generalized model of the nucleus due to Bohr and Mottelson [9]. In accordance with the experimental results pre-

\(^{1}\) On the basis of their experiments, Levon et al. [4] questioned the existence of this doublet and proposed an alternative diagram of \(^{229}\)Pa levels, but Sheline [5] and Ahmad [6] furnish additional evidence for the existence of the above doublet.

† Deceased.

* e-mail: lomon@cerber.mbslab.kiae.ru
sent in [2], the ground state of the $^{229}$Pa$_{n_{ij}}$ nucleus is interpreted here as the doublet of single-particle proton orbits with quantum numbers $[523]5/2, −, 5/2$ and $[642]5/2, +, 5/2$ (we follow here the $\{N\Omega_{p}\Lambda, \Pi, I\}$ classification of orbits according to Nilsson [8]). The shape of the nucleus is determined by the expression

$$R(\theta', \phi') = r_0 A^{1/2} \left[ 1 + \sum_{\Lambda \mu} \beta_{\Lambda \mu} Y_{\Lambda \mu}(\theta', \phi') \right],$$

(1)

where $r_0 = 1.28$ fm, $Y_{\Lambda \mu}(\theta', \phi')$ are normalized spherical harmonics $[Y_{\Lambda \mu}(\theta, \phi) = (-1)^\Lambda Y_{\Lambda - \mu}(\theta, \phi)]$, and $\beta_{\Lambda \mu}$ are deformation parameters. In the laboratory frame, the wave function of a deformed nucleus has the form [8, 9]

$$\Psi_{IK}(r) = \frac{2I + 1}{\mathcal{N}} \Phi_{0b}(\chi_{\Omega_p}(r')) \mathcal{D}_{MK}(\theta_i),$$

$$+ (-1)^I \sum_{\kappa} \Omega_p \Omega_{\kappa}(r') \mathcal{D}_{M - K}(\theta_i),$$

(2)

where $I$ is the total angular momentum of the nucleus, $M$ is its projection onto the $z$ axis that is fixed in space, and $K$ is its projection onto the symmetry axis $z'$ of the nucleus. The total angular momentum of the nucleon, $\mathbf{I}$, is the sum of the angular momentum of the odd nucleon, $\mathbf{J}$, and the angular momentum of the nuclear core, $\mathbf{R}$, $\Omega_p$ being the projection of $\mathbf{J}$ onto the symmetry axis $z'$ of the nucleus ($K \geq \Omega \geq 0$). The quantities $\mathcal{D}_{MK}(\theta_i)$ are the normalized elements of the rotation matrix [8, 9]. The single-particle wave function $\chi_{\Omega_p}(r')$ is a solution to the Schrödinger equation in the strongly deformed model Woods–Saxon nuclear potential [7, 10] or in the Nilsson oscillator potential [8]. Within the model used in [7, 10], we have

$$\chi_{\Omega_p}(r') = \sum_{n_{ij}} c_{n_{ij}}^{(\Omega_p)} F_{n_{ij}}^{(\Omega_p)}(r'),$$

(3)

where $F_{n_{ij}}^{(\Omega_p)}(r')$ are solutions to the Schrödinger equation in the spherically symmetric ($\beta_{\Lambda \mu} \equiv 0$) Woods–Saxon potential, $n$ is the radial quantum number, $i$ is the orbital angular momentum of the nucleon, and $j$ is the total angular momentum of the nucleon ($j = I + s$). The above solutions can be represented as

$$F_{n_{ij}}^{(\Omega_p)}(r') = R_{n_{ij}}(r') \Omega_{j\Omega_p}(r'/r'),$$

(4)

where $\Omega_{j\Omega_p}(r'/r')$ is a spherical spinor of the form

$$\Omega_{j\Omega_p}(r'/r') = \sum_{\Lambda \Sigma} c_{\Lambda \Sigma}^{j\Omega_p} Y_{\Lambda}(r'/r') \Phi_{\Lambda \Sigma}.$$  

(5)

Here, $\Sigma$ is the projection of the nucleon spin $s$ onto the symmetry axis $z'$ of the nucleus, $\Lambda$ is the projection of the nucleon orbital angular momentum $l$ onto the same axis, $C_{\Lambda \Lambda \Sigma}^{(\alpha)}$ is the relevant Clebsch–Gordan coefficient, and $\Phi_{\Lambda \Sigma}$ is the nucleon spin wave function. The coefficients $c_{n_{ij}}^{(\alpha)}$ were calculated in [7] and were presented in [10]; they satisfy the normalization condition

$$\sum_{n_{ij}} |c_{n_{ij}}^{(\alpha)}|^2 = 1.$$  

(6)

The effective potential of weak interaction, $\hat{V}_{\mathrm{PNC}}^N$, leads to the mixing of the doublet states, which is taken here into account in the first order of perturbation theory. The resulting states are then represented as

$$\tilde{\Psi}_{(\frac{5}{2}, \frac{5}{2})} = [523]^{\frac{5}{2}} \frac{1}{2} - [642]^{\frac{5}{2}} \frac{1}{2} + ib \frac{5}{2} \pm \frac{5}{2} \frac{5}{2} \pm \frac{5}{2} \frac{5}{2},$$

(7)

where $b$ is a factor that characterizes the admixture of an opposite-parity state. We have

$$ib = \frac{\langle [642]^{\frac{5}{2}} \frac{1}{2}, \frac{5}{2} \frac{5}{2} \frac{5}{2} \frac{5}{2} - [523]^{\frac{5}{2}}, \frac{5}{2} \frac{5}{2} \frac{5}{2} \frac{5}{2} \rangle}{\Delta E},$$

(8)

where $\Delta E > 0$.

The phases of the wave functions are chosen in such a way that the relevant matrix elements are purely imaginary quantities:

$$\langle [523]^{\frac{5}{2}}, \frac{5}{2}, \frac{5}{2} \frac{5}{2} \frac{5}{2}, \frac{5}{2}, \frac{5}{2} \frac{5}{2} \frac{5}{2} \rangle = \langle [642]^{\frac{5}{2}}, \frac{5}{2} \frac{5}{2} \frac{5}{2} \frac{5}{2}, \frac{5}{2} \frac{5}{2} \frac{5}{2} \frac{5}{2} \rangle.$$  

(9)

3. MATRIX ELEMENTS OF THE SINGLE-PARTICLE E1 TRANSITION BETWEEN THE $[523]5/2, −, 5/2$ AND $[642]5/2, +, 5/2$ STATES OF THE DEFORMED NUCLEUS $^{229}$Pa

In the laboratory frame, the operator of the electric dipole transition of a proton has the form

$$\hat{M}_e(1\mu) = \frac{e}{A} r Y_{1\mu}(\theta, \phi).$$  

(10)

Going over to the reference frame comoving with the nucleus and taking into account the equalities $I_1 = I_2 = I$ and $K_1 = K_2 = \Omega_1 = \Omega_2 = \Omega$, we find that the matrix element of this operator between the deformed-nucleus states $|I_1 M_1 \Omega_1 \rangle$ and $|I_2 M_2 \Omega_2 \rangle$ can be represented as

$$\langle I_2 M_2 \Omega_2 K_2 | \hat{M}_e(1\mu) | I_1 M_1 \Omega_1 K_1 \rangle.$$
where \( \kappa = K_2 - K_1 = \Omega_2 - \Omega_1 \).

By using the above formulas, we have calculated the reduced probability \( B(E1; (5/2)^- \rightarrow (5/2)^+) \) of the electric dipole transition within the model relying on the Woods–Saxon potential and within the Nilsson model. The results are presented in Tables 1 and 2, respectively. An estimate of the reduced probability for the Woods–Saxon potential and within the Nilsson electric dipole transition within the model relying on model. The results are presented in Tables 1 and 2, respectively. An estimate of the reduced probability for this transition according to Weisskopf [9] yields the value of \( B(E1; I_1 \rightarrow I_2) = 2.75 e^2 \text{ fm}^2 \). Hence, the \( E1 \) transition between the [523]5/2, –, 5/2 and [642]5/2, +, 5/2 states of the deformed nucleus \( ^{229}\text{Pa} \) is suppressed in proportion to \((2.8–6.4) \times 10^{-4}\). The model based on the deformed oscillator potential leads to a stronger suppression of the \( E1 \) transition between these states. We note that either model predicts the growth of the reduced probability \( B(E1; (5/2)^- \rightarrow (5/2)^+) \) of the above electric dipole transition with increasing quadrupole deformation \( \beta_{20} \) of the nucleus.

4. ESTIMATING THE LIFETIME OF THE UPPER [(5/2) –] DOUBLET STATE OF THE \( ^{229}\text{Pa} \) NUCLEUS

As was indicated above, the transition between the [532]5/2, –, 5/2 and [642]5/2, +, 5/2 states of the deformed nucleus \( ^{229}\text{Pa} \) is almost completely saturated by the contribution of conversion channels.

By calculating the intensity of the conversion lines of the \( E1 \) nuclear transition for all electron subshells involved in the conversion process, we can obtain the total probability of conversion and the lifetime of the upper doublet level, which is to be compared with the experimental value of \( \tau_{\text{exp}} = 0.6 \times 10^{-6} \text{ s} \) [2]. The wave functions of the conversion electron are determined within the relativistic Hartree–Fock–Slater method. In order to assess the stability of the effect magnitude to uncertainties in the parameters of the atomic potential, we vary both the form of the exchange atomic potential and the population of the valence zone of the atom (a simulation of the effect of chemical environments). The details of our calculation of the total conversion probability can be found in [11]. For the \( ^{229}\text{Pa} \) atom, the total conversion probability was also computed in [12, 13].

For the \( E1 \) nuclear transition, the total conversion probability (that is, that which is summed over all electron shells of the atom) per unit time [14, 15] is given by

\[
W_{e}^{\text{tot}}(E1; \frac{5}{2}^- \rightarrow \frac{5}{2}^+; \varepsilon_1 \rightarrow \varepsilon_2) = e^2 \frac{m_e}{\hbar^2} \chi \left( E1; \frac{5}{2}^- \rightarrow \frac{5}{2}^+ \right) \omega_{e}^{\text{tot}}(E1; \Delta E = \hbar \omega),
\]

where \( \omega_{e}^{\text{tot}}(E1; \Delta E = \hbar \omega) \) is the dimensionless electron-conversion factor for the \( E1 \) multipole (this factor is defined, for example, in [11, 14]), \( B(E1; (5/2)^- \rightarrow (5/2)^+) \) is the reduced probability of the electric dipole transition in \( e^2 \text{ fm}^2 \) units, \( \Delta E = \hbar \omega, \varepsilon \) is the electron energy, and \( a_0 \) is the Bohr radius for the electron. The contribution of the admixed \( M1 \) nuclear transition to the total conversion probability can be disregarded; hence, the lifetime of the [523]5/2, –, 5/2 isomer of \( ^{229}\text{Pa}_{91} \) is determined completely by the \( E1 \) conversion nuclear transition.

For various values of the transition energy \( \Delta E \), the calculated dimensionless conversion factor for the \( E1 \) multipole, \( \omega_{e}^{\text{tot}}(E1; \hbar \omega) \), and the calculated total conversion probability \( W_{e}^{\text{tot}}(E1, (5/2)^- \rightarrow (5/2)^+; \varepsilon_1 \rightarrow \varepsilon_2) \) per unit time for the \( E1 \) nuclear transition are displayed in Table 3 versus the parameter \( \beta_{20} \) of the quadrupole deformation of the nucleus.

Thus, the estimated lifetime of the [523]5/2, –, 5/2 isomer of \( ^{229}\text{Pa}_{91} \), \( \tau_{\text{calc}} \), falls between \( 4 \times 10^{-6} \) and \( 1 \times 10^{-5} \text{ s} \). So dramatic a deviation of those estimates from the experimental value of \( \tau_{\text{calc}} = 0.6 \times 10^{-6} \text{ s} \), which requires, however, a further refinement, may be due to the disregard of some factors in \( \tau_{\text{calc}} \)—such as Coriolis

<table>
<thead>
<tr>
<th>( \beta_{20} )</th>
<th>( B(E1; (5/2)^- \rightarrow (5/2)^+) \times 10^3, e^2 \text{ fm}^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.20</td>
<td>0.77</td>
</tr>
<tr>
<td>0.23</td>
<td>1.31</td>
</tr>
<tr>
<td>0.25</td>
<td>1.80</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \beta_{20} )</th>
<th>( \eta )</th>
<th>( B(E1; (5/2)^- \rightarrow (5/2)^+) \times 10^3, e^2 \text{ fm}^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>2</td>
<td>0.14</td>
</tr>
<tr>
<td>0.20</td>
<td>4</td>
<td>0.25</td>
</tr>
<tr>
<td>0.30</td>
<td>6</td>
<td>0.28</td>
</tr>
</tbody>
</table>
mixing, core polarization, and admixtures of multiparticle configurations—that affect the structure of the doublet states, rendering it more complicated. In this study, we restrict ourselves to estimating the effect of Coriolis forces, which admix nucleon orbits within an interval of ±5 MeV to the 5/2± doublet states.

5. CORIOLIS MIXING OF PROTON ORBITS
IN THE STRONGLY DEFORMED NUCLEUS 229Pa

In the laboratory frame, the Hamiltonian of the Coriolis interaction has the form [16]

\[ \hat{H}_{\text{Cor}} = -\frac{\hbar^2}{\mathcal{J}_0} \left( \hat{\mathbf{I}} \cdot \hat{\mathbf{j}} \right), \]  

(13)

where \( \mathcal{J}_0 \) is the moment of inertia of the nuclear core with respect to the \( x \) axis of an axisymmetric nucleus (\( \mathcal{J}_x = \mathcal{J}_y = \mathcal{J}_0 \)).

The operator \( \hat{H}_{\text{Cor}} \) mixes the orbits that differ in the projections \( \Omega \) of the total angular momentum \( J \) of the particle by \( |\Delta \Omega| = 1 \) and in the projections \( K \) of the total angular momentum \( I \) of the nucleus by \( \Delta K = 1 \). The \( \Delta \Omega = 0 \) term leads to the shift of the level only for \( \Omega \geq 3/2 \) [16]. Thus, the orbits \([N\tau z \Lambda]3/2, -5/2\) and \([N\tau z \Lambda]3/2, +5/2\) can be admixed to the original doublet components \([523]5/2, -5/2\) and \([642]5/2, +5/2\), respectively; here, \( \Omega \leq I, K_1 = \Omega_1 \), and \( K_2 = \Omega_2 \). Gareev et al. [7] indicate the following series of such \( \Omega = 3/2 \) orbits: \([532]3/2, -5/2\), \([521]3/2, -5/2\), \([512]3/2, -5/2\), \([501]3/2, -5/2\), \([411]3/2, +5/2\), \([402]3/2, +5/2\), and \([651]3/2, +5/2\). In the first order of perturbation theory in the small parameter \( \frac{\hbar^2}{\mathcal{J}_0} |J(I + 1)| \), the expression for the first level of the doublet has the form

\[ \left| \begin{array}{c} 523 \frac{5}{2}, -\frac{5}{2} \\ \end{array} \rightangle = A_1 \left[ \begin{array}{c} 523 \frac{5}{2}, -\frac{5}{2} \\ \end{array} \rightangle \\
+ A \left[ \begin{array}{c} 532 \frac{3}{2}, -\frac{5}{2} \\ \end{array} \rightangle \times \left[ \begin{array}{c} 523 \frac{5}{2}, -\frac{5}{2} \\ \end{array} \right] \]

(14)

For the second level of the doublet, we have

\[ \left| \begin{array}{c} 642 \frac{5}{2}, +\frac{5}{2} \\ \end{array} \rightangle = A_2 \left[ \begin{array}{c} 642 \frac{5}{2}, +\frac{5}{2} \\ \end{array} \right] \\
+ A \left[ \begin{array}{c} 411 \frac{3}{2}, +\frac{5}{2} \\ \end{array} \right] \times \left[ \begin{array}{c} 411 \frac{3}{2}, +\frac{5}{2} \\ \end{array} \right] \]

(15)

In these expressions, \( A_1 \) and \( A_2 \) are new normalization constants, and

\[ \frac{\langle \{N\tau_z \Lambda_2, \Omega_2, \Pi_2, I_2 \hat{H}_{\text{Cor}}(\{N\tau_z \Lambda_1, \Omega_1, \Pi_1, I_1\}) \rangle}{E_{\{N\tau_z \Lambda_2, \Omega_2, \Pi_2, I_2\}} - E_{\{N\tau_z \Lambda_1, \Omega_1, \Pi_1, I_1\}}} \]

(16)

The matrix elements of the Coriolis interaction operator \( \hat{H}_{\text{Cor}} \) \( (\Omega_1 = 5/2, \Omega_2 = 3/2) \) has the form

\[ \langle \hat{I}_1 \hat{M}_2 \hat{I}_2 \hat{M}_2 \hat{I}_1, \hat{M}_1 \rangle \hat{H}_{\text{Cor}}(\hat{I}_1 \hat{M}_2) \hat{H}_{\text{Cor}}(\hat{I}_1 \hat{M}_1) \hat{I}_1 \hat{M}_1 \hat{I}_2, \hat{M}_2 \rangle = -\frac{\hbar^2}{\mathcal{J}_0} \delta_{I_1, I_2} \delta_{M_1, M_2} \delta_{\Pi_1, \Pi_2} \sqrt{\langle I + 1 \rangle \rangle C_{I_1, I_2}^{M_1, M_2} \times \sum_{\Omega_1 \Omega_2} C_{\Omega_1, \Omega_2}^{(\Omega_1)} \langle \hat{\mathbf{I}} \rangle \rangle \}

(17)

In order to calculate the matrix element \( \langle \{642]5/2, +, 5/2\} | \hat{M}_c \rangle \langle 1 \mu \rangle | \{642]5/2, +, 5/2\} \), for the electric dipole transition being considered, we make use of equation (11). In this calculation, we take into account only the \( E1 \) transitions to the dominant orbitals of the superposition.

In accordance with the asymptotic selection rules [9], the allowed \( \Delta \Omega = 0 \) single-particle \( E1 \) transitions correspond to \( \Delta N = 1, \Delta \tau_z = 1, \Delta \Lambda = 0, \) and \( \Delta \Sigma = 0, \) while the allowed \( \Delta \Omega = 1 \) single-particle \( E1 \) transitions correspond to \( \Delta N = 1, \Delta \tau_z = 0, \Delta \Lambda = \pm 1, \) and \( \Delta \Sigma = 0. \) All the transitions being considered are forbidden.

---

Table 3. Total electron conversion factor \( w^e_{\text{tot}}(E1, \Delta E = \hbar \omega) \) [for \( 5\tau_2(2(6d_{3/2})^1(7s_{1/2})^2, \) a normal configuration of the protactinium atom] and total conversion probability \( w^e_{\text{tot}}(E1; 5/2^- \rightarrow 5/2^+) \) per unit time

<table>
<thead>
<tr>
<th>( \Delta \Omega, ) eV</th>
<th>( w^e_{\text{tot}}(E1, \Delta E = \hbar \omega) )</th>
<th>( \frac{w^e_{\text{tot}}(E1; 5/2^- \rightarrow 5/2^+) \times 10^{-3}}{s^{-1}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>170</td>
<td>9.91</td>
<td>1.12</td>
</tr>
<tr>
<td>220</td>
<td>8.86</td>
<td>1.01</td>
</tr>
<tr>
<td>270</td>
<td>8.32</td>
<td>0.95</td>
</tr>
</tbody>
</table>

These are the values with a relative error \( \beta = 0.20, 0.23, 0.25 \) for the first level of the doublet.
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The spectrum of nuclear states of the core has not yet received adequate study; therefore, its moment of inertia $I_0$ is uncertain to a considerable extent. The present calculations have been performed with $\hbar^2/I_0 = 10$, 15, and 20 eV. The contribution of the admixed E1 transitions to the reduced probability (see Table 4) is small (less than 5%); hence, it has virtually no effect on the estimate of the isomer lifetime.

6. MATRIX ELEMENT OF THE NUCLEAR-VOLUME-AVERAGED POTENTIAL $\hat{V}_{\text{PNC}}^N (r, \hat{p}, \hat{\sigma})$ OF PARITY-NONCONSERVING FORCES FOR THE DEFORMED NUCLEUS $^{220}\text{Pa}$

The simplest Hermitian operator of the effective parity-nonconserving potential acting on the odd nucleus (proton) has the form [17]

$$\hat{V}_{\text{PNC}}^N (r, \hat{p}, \hat{\sigma}) = \frac{G_F}{2m_p c} \alpha(N, Z) \{(\hat{\sigma} \cdot \hat{p}) \rho(r) + \rho(r)(\hat{\sigma} \cdot \hat{\hat{p}})\}. \quad (18)$$

Here, $G_F = 10^{-5}\hbar^2/m_p^2 c$ is the Fermi constant of weak interaction; $m_p$ is the proton mass; $\hat{p}$ is the nucleon-momentum operator; $\hat{\sigma}$ is the nucleon-spin operator; $\rho(r)$ is the density of the nucleon distribution over the volume of the deformed nucleus—it is taken in the Woods–Saxon form

$$\rho(r) = \frac{\rho_0}{1 + \exp\{r' - R(\theta', \varphi')/a\}}, \quad (19)$$

where $\rho_0 = (3/4\pi)(1/r_0)^3$; and $\alpha(N, Z)$ is a numerical coefficient of about unity. Data on the effects of parity nonconservation in resonance-neutron interactions with heavy ions can be interpreted in such a way that this coefficient is enhanced by one to two orders of magnitude; this in turn enhances, in the same proportion, the effects being discussed (see, for example, [18]). Nonetheless, we set $\alpha(N, Z) = 1$ in our ensuing calculations. By using the expansion in (1) and equation (19), we obtain

$$\rho(r') = \sum_{\xi_0} \rho_0 \hat{B}_{\xi_0}(r') Y_{\xi_0}(\theta', \varphi'). \quad (20)$$

For axisymmetric nuclei, $\mu = 0$ and the quantities represented by $\xi$ are even.

Let us now calculate the matrix element of the parity-nonconserving potential (18) between the [523]5/2, −, 5/2 and [642]5/2, +, 5/2 states of the deformed nucleus $^{220}\text{Pa}$ ($\Omega_{p1} = \Omega_{p2} = \Omega_p$, $l_1 = l_2 = l$, $K_1 = K_2 = \Omega_p$).

<table>
<thead>
<tr>
<th>$\hbar^2/I_0$, eV</th>
<th>$B(E1; 5/2^- \rightarrow 5/2^+)$ $\times 10^3$, $e^2$ fm$^2$</th>
<th>$\beta_{20} = 0.20$</th>
<th>$\beta_{20} = 0.23$</th>
<th>$\beta_{20} = 0.25$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.72</td>
<td>1.22</td>
<td>1.75</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.69</td>
<td>1.17</td>
<td>1.63</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.67</td>
<td>1.13</td>
<td>1.56</td>
<td></td>
</tr>
</tbody>
</table>

In the case of the wave function taken in the form (2), we arrive at

$$\left\langle I_2 M_2 K_2 \left| \hat{V}_{\text{PNC}}^N (r, \hat{p}, \hat{\sigma}) \right| I_1 M_1 K_1 \right\rangle = \frac{G_F}{2m_p c} \alpha(N, Z) \rho_0$$

$$\times \frac{1}{2} \sum_{n_1 l_1 j_1 n_2 l_2 j_2} \sum_{x m j} c_{n_1 l_1 j_1}^*(x_m j) c_{n_2 l_2 j_2}\left(-i\hbar\right)\left(-\frac{\sqrt{2} + 1}{4\pi}\sqrt{2}\right)^{l_2+1} C_{l_2} \Omega_{x_m}$$

$$\times u(x l_2 j_2 s; (l_1 + 1) j_1) \int dr' r'^2 R_{n_2 l_2 j_2}(r') \hat{B}_{x_m}(r')$$

$$\times \left[ \frac{\partial R_{n_1 l_1 j_1}(r')}{\partial r'} - l_1 R_{n_1 l_1 j_1}(r') \right] + \sqrt{l_2 + 1} C_{l_2}^{l_1}$$

$$\times u(l_2 (l_2 + 1) s s; (l_1 + 1) j_1) \int dr' r'^2 R_{n_2 l_2 j_2}(r') \hat{B}_{x_m}(r')$$

$$\times \left[ \frac{\partial R_{n_1 l_1 j_1}(r')}{\partial r'} - l_1 R_{n_1 l_1 j_1}(r') \right] - \sqrt{l_1} C_{l_1}^{l_1}$$

$$\times u(x l_1 j_1 s; (l_1 + 1) j_2) \int dr' r'^2 R_{n_1 l_1 j_1}(r') \hat{B}_{x_m}(r')$$

$$\times \left[ \frac{\partial R_{n_2 l_2 j_2}(r')}{\partial r'} + (l_2 + 1) R_{n_2 l_2 j_2}(r') \right] - \sqrt{l_2} C_{l_2}^{l_1}$$

$$\times u(x l_1 j_1 s; (l_2 - 1) j_1) \int dr' r'^2 R_{n_1 l_1 j_1}(r') \hat{B}_{x_m}(r')$$

$$\times \left[ \frac{\partial R_{n_2 l_2 j_2}(r')}{\partial r'} + (l_2 + 1) R_{n_2 l_2 j_2}(r') \right].$$

Table 4. Reduced probability $B(E1; 5/2^- \rightarrow 5/2^+)$ of the electric dipole transition with allowance for Coriolis mixing of orbitals ($\beta_{20} = 0.08$)
Table 5. Matrix element \(-i\langle [642]_{\frac{5}{2}}^+, +, \frac{5}{2}\rangle\hat{V}_{\text{PNC}}[523]_{\frac{5}{2}}^-, -\frac{5}{2}\rangle\) of the effective parity-nonconserving potential (the calculations were performed on the basis of the model employing the Woods–Saxon potential; \(\beta_{40} = 0.08\))

<table>
<thead>
<tr>
<th>(\beta_{20})</th>
<th>(-i\langle [642]<em>{\frac{5}{2}}^+, +, \frac{5}{2}\rangle\hat{V}</em>{\text{PNC}}[523]_{\frac{5}{2}}^-, -\frac{5}{2}\rangle, \text{eV})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.20</td>
<td>0.48</td>
</tr>
<tr>
<td>0.23</td>
<td>0.52</td>
</tr>
<tr>
<td>0.25</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Table 6. Matrix element \(-i\langle [642]_{\frac{5}{2}}^+, +, \frac{5}{2}\rangle\hat{V}_{\text{PNC}}[523]_{\frac{5}{2}}^-, -\frac{5}{2}\rangle\) of the effective parity-nonconserving potential (the calculations were performed on the basis of the Nilsson model)

<table>
<thead>
<tr>
<th>(\beta_{20})</th>
<th>(\eta)</th>
<th>(-i\langle [642]<em>{\frac{5}{2}}^+, +, \frac{5}{2}\rangle\hat{V}</em>{\text{PNC}}[523]_{\frac{5}{2}}^-, -\frac{5}{2}\rangle, \text{eV})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>2</td>
<td>0.11</td>
</tr>
<tr>
<td>0.2</td>
<td>4</td>
<td>0.21</td>
</tr>
<tr>
<td>0.3</td>
<td>6</td>
<td>0.27</td>
</tr>
</tbody>
</table>

For the model based on the single-nucleon potential in the Woods–Saxon form, Table 5 displays the calculated matrix element of the operator \(\hat{V}_{\text{PNC}}(r, \hat{p}, \hat{\sigma})\) \((18)\) between the \([523]_{\frac{5}{2}}^-, -\frac{5}{2}\) and \([642]_{\frac{5}{2}}^+, +, \frac{5}{2}\) states of the deformed nucleus \(^{229}\text{Pa}\). Table 6 presents the results of analogous calculations within the Nilsson model. \(^2\) The coefficient \(b\) \((8)\), which characterizes the weight of the opposite-parity admixture, is depicted in Fig. 1 as a function of the spacing \(\Delta E\) between the levels in question; it is seen to vary between \(1.6 \times 10^{-3}\) and \(3.2 \times 10^{-3}\).

Thus, our calculations have revealed that the parity-nonconserving potential \(\hat{V}_{\text{PNC}}(r, \hat{p}, \hat{\sigma})\) generates a sizable mixing of the doublet components since the relevant matrix element of this potential is not suppressed owing to the complicated structure of the proton orbits that form the \(5/2^+\) doublet of states in the spectrum of the strongly deformed nucleus \(^{229}\text{Pa}\).

7. MATRIX ELEMENT OF THE OPERATOR OF THE SINGLE-PARTICLE M1 TRANSITION BETWEEN THE \([523]_{\frac{5}{2}}^-, -\frac{5}{2}\) AND \([642]_{\frac{5}{2}}^+, +\frac{5}{2}\) STATES OF THE DEFORMED NUCLEUS \(^{229}\text{Pa}\)

Only states characterized by identical parities contribute to the matrix element of the operator of the magnetic dipole transition between the parity-mixed \(5/2^-\) and \(5/2^+\) states \((7)\) of the deformed nucleus \(^{229}\text{Pa}\). Therefore, the matrix element of the \(M1\) transition is proportional to the difference of the magnetic moments for the \([523]\) and \([642]\) orbits, the mixing constant \(b\) \((8)\) being the proportionality factor:

\[
\left\langle \left[ [642]_{\frac{5}{2}}^+, +, \frac{5}{2}\right]; \hat{M}_m(1\mu) \left| [523]_{\frac{5}{2}}^-, -\frac{5}{2}\right]\right\rangle = \frac{1}{\sqrt{2}} \left\langle \left[ [642]_{\frac{5}{2}}^+, +, \frac{5}{2}\right]; \hat{M}_m(1\mu) \left| [523]_{\frac{5}{2}}^-, -\frac{5}{2}\right]\right\rangle \times \left\langle \left[ [523]_{\frac{5}{2}}^-, -\frac{5}{2}\right]; \hat{M}_m(1\mu) \left| [523]_{\frac{5}{2}}^-, -\frac{5}{2}\right]\right\rangle,
\]

In the laboratory frame, the operator of the magnetic dipole moment for the deformed nucleus with one odd nucleon has the form

\[
\hat{M}_m(1\mu) = \frac{3}{4\pi} \hat{\mu}_N \times \left[(g_s - g_i) \hat{s}_\mu + (g_i - g_R) \hat{j}_\mu + g_R \hat{l}_\mu\right],
\]

where \(\mu_N = e\hbar/2m_c\) is the nuclear magneton, \(\hat{\mathbf{R}} + \hat{\mathbf{j}}\) is the total angular momentum of the whole nucleus, and \(\hat{\mathbf{j}} = \hat{\mathbf{I}} + \hat{\mathbf{s}}\) is the total angular momentum of the odd nucleon. For the proton, we have (provided that the spin polarization of the core is disregarded) \(g_s = 5.585, g_i = 1, \) and \(g_R = Z/A\). The operator \(\hat{\mathbf{I}}\) is a complete integral

\(\text{Table 5.}\) Matrix element \(-i\langle [642]_{\frac{5}{2}}^+, +, \frac{5}{2}\rangle\hat{V}_{\text{PNC}}[523]_{\frac{5}{2}}^-, -\frac{5}{2}\rangle\) of the effective parity-nonconserving potential (the calculations were performed on the basis of the model employing the Woods–Saxon potential; \(\beta_{40} = 0.08\))

<table>
<thead>
<tr>
<th>(\beta_{20})</th>
<th>(-i\langle [642]<em>{\frac{5}{2}}^+, +, \frac{5}{2}\rangle\hat{V}</em>{\text{PNC}}[523]_{\frac{5}{2}}^-, -\frac{5}{2}\rangle, \text{eV})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.20</td>
<td>0.48</td>
</tr>
<tr>
<td>0.23</td>
<td>0.52</td>
</tr>
<tr>
<td>0.25</td>
<td>0.55</td>
</tr>
</tbody>
</table>

\(\text{Table 6.}\) Matrix element \(-i\langle [642]_{\frac{5}{2}}^+, +, \frac{5}{2}\rangle\hat{V}_{\text{PNC}}[523]_{\frac{5}{2}}^-, -\frac{5}{2}\rangle\) of the effective parity-nonconserving potential (the calculations were performed on the basis of the Nilsson model)

<table>
<thead>
<tr>
<th>(\beta_{20})</th>
<th>(\eta)</th>
<th>(-i\langle [642]<em>{\frac{5}{2}}^+, +, \frac{5}{2}\rangle\hat{V}</em>{\text{PNC}}[523]_{\frac{5}{2}}^-, -\frac{5}{2}\rangle, \text{eV})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>2</td>
<td>0.11</td>
</tr>
<tr>
<td>0.2</td>
<td>4</td>
<td>0.21</td>
</tr>
<tr>
<td>0.3</td>
<td>6</td>
<td>0.27</td>
</tr>
</tbody>
</table>

\(^2\)Here, we took into account only the spherically symmetric term \((\rho = 0)\) in the interaction operator.
of the motion, whence it follows that, for the \([523]5/2\), \(-, 5/2\) and \([642]5/2\), \(+, 5/2\) orbits \((I_1 = I_2 = I = 5/2)\), the relation

\[
\langle IMK | \hat{M}_m | IMK \rangle
= \frac{3}{4\pi} \mu_B C^{IM}_{IM^1} \left\{ g_R \sqrt{I(I + 1)} + (g_I - g_R) \Omega_p C^{\Omega}_O \right\}
+ (g_I - g_R) \sqrt{s(s + 1)} C^{J^1}_{J^0} \sum_{nij} \delta_{nij} c_{nij} \left\{ \frac{2j}{2j + 1} \right\}^{(\Omega)} (24)
\]

holds in the laboratory frame.

In the case being considered, we have \(I_1 = I_2 = I\) and \(\Omega_1 = \Omega_2 = 52\); therefore, the first two terms on the right-hand side of (24) do not contribute to the required difference.

Within the models relying on the Woods–Saxon potential and on the oscillator potential, we have calculated the reduced probability \(B(M1; {57/2}^- \rightarrow {57/2}^+)\) of the magnetic dipole transition between the \([57/2]^-\) and \([57/2]^+\) states of the deformed nucleus \(^{229}\)Pa. The results of these calculations (in \(\mu_N^2\) units) are quoted in Tables 7 and 8 for the former and latter model versions, respectively. Either version predicts the growth of \(B(M1; {57/2}^- \rightarrow {57/2}^+)\) with increasing quadrupole-deformation parameter.

The resulting reduced probability \(B(M1; {57/2}^- \rightarrow {57/2}^+)\) of the magnetic dipole transition is on the same

\[
\begin{array}{|c|c|c|c|}
\hline
\beta_{20} & B(M1; \tilde{57/2}^- \rightarrow \tilde{57/2}^+) / \mu_N^2 & \mu_N^2 \\
\hline
0.20 & 1.31 & 0.12 \\
0.23 & 1.39 & 0.21 \\
0.25 & 1.44 & 0.25 \\
\hline
\end{array}
\]

Table 8. Reduced probability \(B(M1; \tilde{57/2}^- \rightarrow \tilde{57/2}^+)\) of the magnetic dipole transition (the calculations were performed on the basis of the Nilsson model).
order of magnitude as the Weisskopf single-particle estimate $B_w(\frac{5}{2}^- \rightarrow \frac{3}{2}^+)$ = 1.8$\mu_N^2/\hbar^2$; hence, the $M1$ transition between the states being considered is not suppressed. Figure 2 shows the reduced probability $B(M1; \frac{5}{2}^- \rightarrow \frac{3}{2}^+)$ of the $M1$ transition as a function of the energy spacing between these levels.

8. CONCLUSION

Theoretical estimates of the parity-nonconserving single-particle nuclear potential depend on the scheme chosen for the formation of the weak interaction between nucleons. Quantitatively, estimates obtained within different schemes differ substantially. Available experimental data were obtained for nuclei having a complicated structure, and this reduces the reliability of quantitative data analysis. In the case of the $^{229}$Pa$_{a1}$ nucleus, which is being considered here, there are grounds to interpret the levels of the $(\frac{5}{2})^\pm$ doublet as single-particle ones. However, an additional experimental check upon this interpretation is required, the more so as an alternative diagram of protactinium levels was proposed by Levon et al. [4] on the basis of their experimental study. It is also of interest to refine the lifetime of the $[523] \frac{5}{2}^-, \frac{7}{2}^+$ isomer of the $^{229}$Pa$_{a1}$ nucleus and to determine more precisely the energy splitting $\Delta E$ in the doublet.

It should be noted that, within this original interpretation of the $(\frac{5}{2})^\pm$ doublet of states of the $^{229}$Pa$_{a1}$ nucleus, the $E1$ transition is strongly suppressed, which leads to the estimated isomer lifetime of $\tau_{calc} = 4 \times 10^{-6}$–$1 \times 10^{-5}$ s; at the same time, the experimental value, which requires, however, a refinement, is $\tau_{exp} = 0.6 \times 10^{-6}$ s. We have shown that the inclusion of Coriolis forces does not remove this discrepancy. Possibly, the effect of nuclear-core polarization and the admixture of multiparticle configurations are factors that enhance the $E1$ transition in question.

We note that the above $P$-odd effect of mixing of the $(\frac{5}{2})^\pm$ states in the spectrum of the $^{229}$Pa$_{a1}$ nucleus can also be observed in the electron lines of conversion involving the outer $6s_{1/2}, 6p_{1/2}, 6p_{3/2}, 6d_{3/2}, 6d_{5/2}$, and $7s_{1/2}$ shells of the atom. By virtue of parity nonconservation, the $M1$ multipole is admixed to the dominant the $E1$ transition between the doublet states. From our calculations, it follows that the intensity of the $M1$ transition is suppressed in relation to the intensity of the $E1$ transition by four orders of magnitude. In the conversion channel, however, the $M1$ transition for some intense conversion lines is enhanced, according to our estimate, by a factor of about $10^2$–$10^3$, which compensates, to a considerable extent, for the smallness of the doublet-mixing amplitude. A detailed discussion and estimates of parity-nonconservation effects accessible to observation will be presented elsewhere.
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Abstract—Three different effects observed in experiments with rotating nuclei—backbending, noncollective quadrupole transitions between different levels of the same band, and transitions that occur in rapidly rotating nuclei, from large-$K$ isomeric states immediately to the levels of a rotational band despite their strong forbiddenness in $K$—are explained in terms of nonconservation of the quantum number $K$ in such nuclei. © 2000 MAIK “Nauka/Interperiodica”.

Shortly after the experimental discovery of backbending [1], it was assumed [2] that this phenomenon was due to the alignment of the angular momenta of constituent nucleons along the angular-velocity vector of the nucleus. However, the physics behind such alignment has not been clarified until now. That the above alignment is of a collective nature is supported by the entire body of data on the levels of rotational bands in various nuclei. In order to clarify this point in some detail, we can consider the frequency of a rotating nucleus as a function of the angular momentum $I$, from the graph of this function, which, at large values of $I$, has the form

$$\frac{\hbar}{\Omega} = \frac{dE(I)}{dI}, \quad (1)$$

we can see that backbending is always accompanied by a fall of $\hbar\Omega$ below the rigid-body line

$$\hbar\Omega = \frac{\hbar^2}{J_0}, \quad (2)$$

where

$$J_0 = \frac{2}{5}MR^2 \quad (3)$$

is the rigid-body value of the moment of inertia of the nucleus being considered, $M$ and $R$ being its radius and mass, respectively. For the first backbending, such a correlation is observed for each rotational band of a nonspherical nucleus. In contrast to this, secondary backbends occur completely under the rigid-body line, whereas so-called low-frequency anomalies [3, 4] show no correlation with this line. By way of illustration, the rotational frequency as a function of $I$ is plotted in Fig. 1 for three rotational bands of the $^{160}$Yb nucleus (experimental data on the transition energies for this nucleus were borrowed from [5]). For each of these bands, we see that, in the region of the first backbending, the rotational frequency as a function of $I$ traverses the rigid-body line in the downward direction. In the rotational band built on the ground state of the $^{160}$Yb nucleus (that is, in the yrast line of this nucleus), the second backbending occurs below the rigid-body line. In the rotational band built on the $F = 6^-$ state, the low-$I$ irregularity of $\Omega$ represents a low-frequency anomaly. Such anomalies are probably due to a noncollective alignment of an “odd” angular momentum, which is weakly coupled to the nuclear core [6, 7].

The above feature of the experimental $I$ dependences of $\Omega$ suggests [8] that the first backbendings have a specific collective origin that distinguishes them both from higher backbendings and from low-frequency anomalies. Experimental data indicate that backbending has nothing to do with intersections of different bands; therefore, it may be viewed as an intrinsic property of a given band. In [8], we hypothesized that backbending results from nonconservation on the quantum number $K$, the projection of the total angular momentum onto the symmetry axis of the nucleus. Generally, the quantity $K = I \cdot n$ is well defined only in the limit $\Omega \to 0$—that is, for a nucleus at rest. As soon as components with different values of $K$ appear in the rotational density matrix of a nucleus, the angle $\phi$ between the direction of angular momentum $I$ and the symmetry axis $n$ of the nucleus becomes uncertain. For the spin of the nucleus in excess of some critical value, $I_c$, all $K$ in the interval $-I \leq K \leq I$ become equiprobable. In this way, a smooth evolution of the scheme governing the coupling of angular momenta in a rotating nucleus is completed, resulting in a simple form of this coupling; the most typical mean values are then given by

$$\langle K \rangle = 0, \quad \langle K^2 \rangle = \frac{I(I+1)}{3}, \quad \langle \cos^2 \phi \rangle = \frac{1}{3}. \quad (4)$$
that is, we go over from a less symmetric to a more symmetric rotational state: in particular, the distribution of the angle $J$ becomes isotropic [see the last relation in (4)]. The critical value of the nuclear spin, $I_c$, corresponds to the first backbending of the rotational band being considered; experimentally, this backbending manifests itself as the above intersection of the rigid-body line.

The above collective (macroscopic) transition that involves a change in symmetry is naturally formulated within the theory of phase transitions due to Landau [9]. In [8, 10–12], the required formalism was developed in terms of the order parameter

$$\eta = 1 - \frac{3 \langle K^2 \rangle}{I(I+1)},$$

which vanishes in the more symmetric $I \geq I_c$ phase—we refer to it as the $n$ phase. At the point where $\Omega(I)$ intersects the rigid-body line in the region of the first backbending, we have

$$\hbar \Omega_{nc} = \frac{\hbar^2}{\ell_0} I_c,$$

where $\Omega_{nc}$ is the value of the rotational frequency at $I$ values just above $I_c$—that is, at the onset of the $n$ phase.

Let us describe the situation in some detail. In the limit of adiabatically slow rotation, the wave function can be represented as

$$D_{KM}^I(n) \chi_K(\xi) \chi_K(\xi).$$

If, however, the values of $I$ and $M = I_z$ are fixed, the total wave function of a nonspherical nucleus generally has the form

$$\Psi_{IM} = \sum_{K = -I}^{I} D_{KM}^I(n)c_{K}^I \chi_K(\xi).$$

In order to obtain a self-consistent description in terms of the collective variable $n$, we assume, as usual, that the extrinsic and intrinsic values of $K$ coincide:

$$I \cdot n \equiv K_\xi.$$

Upon the convolution of the internal (nonrotational) variables $\xi$, the relevant density matrix takes the form

$$\rho(n, n') = \sum_{K = -I}^{I} w(K) D_{KM}^I(n) D_{KM}^{I'}(n').$$

In the representation of three angular-momentum variables $I, M,$ and $K$, the rotational density matrix has the particularly simple form

$$\rho_{I_0M_0}(I, M, K; I', M', K') = \delta_{II_0} \delta_{MM_0} \delta_{K K'} w(K).$$

Generally, the rotational state $\delta_{KK'} w(K)$ is mixed—it becomes pure and factorizes only for the degenerate case where $K$ assumes a definite value. In the region $I \geq I_c$, where the scheme of coupling of angular momenta is simplified, we have $w(K) = (2I + 1)^{-1}$.

The proposed interpretation of the backbending phenomenon must be verified or disproved by confronting other predictions of the underlying approach with data. One of the possible checks was indicated in [8]. The probability $w$ of electric quadrupole transitions between different levels of a band is known to depend on $K^2$. Therefore, a calculation of the lifetime of a state that picks up contributions characterized by different values of $K$ necessarily involves averaging over the $K$
we finally arrive at the interpolation formula

\[ w = \frac{e^2 \omega^5}{360hc^5} \left( 1 + \frac{n}{2} \right)^2 Q_0^2, \]

where \( \omega = 2\Omega \) and \( Q_0 \) is the macroscopic quadrupole moment of the nucleus due to its deformation. At the same time, the result at \( K = 0 \) is

\[ w = \frac{e^2 \omega^5}{40hc^5} \frac{I(I-1)}{(2I-1)(2I+1)} Q_0^2. \]

By somewhat formally defining the quantity \( Q_I \) as

\[ Q_I^2 = \frac{4}{9} \frac{1 + \frac{n}{2}}{2} Q_0^2, \]

we finally arrive at the interpolation formula

\[ w = \frac{e^2 \omega^5}{40hc^5} \frac{I(I-1)}{(2I-1)(2I+1)} Q_0^2, \]

which holds approximately for all values of \( I \). We can see that, in the \( n \) phase (\( I \geq I_0 \)), the effective quadrupole moment for radiative transitions, \( Q_K \), amounts to only two-thirds of the quadrupole moment \( Q_0 \) for the lowest value of \( I \) in the yrast band of an even–even nucleus. The predictions are conveniently compared with the data in terms of the ratio \( Q_I^2/Q_0^2 \), where \( Q_0 \) is the quadrupole moment for the \( 2^+ \rightarrow 0^+ \) transition. We have

\[ \zeta_I = \frac{Q_I^2}{Q_0^2} = \frac{2}{15} \frac{(2I-1)(2I+1)}{I(I-1)} \frac{(\omega_{2\rightarrow 0})^5}{(\omega_{I\rightarrow I-2})^5} w_{I\rightarrow I-2} w_{2\rightarrow 0}. \]

That the probability of quadrupole transitions in a rotational band decreases with increasing \( I \) was indeed observed experimentally (see, for example, [13]), but no attempt has been made to relate this phenomenon, referred to as the loss of collectivity, to nonconservation of \( K \) in rapidly rotating nuclei. The observed \( I \) dependence of the ratio \( \zeta_I \) for the yrast line of the \( ^{160}\text{Yb} \) nucleus [14] is displayed in Fig. 2 along with our predictions. As a rule, \( \zeta_I \lesssim 1 \), and the experimental values of \( \zeta_I \) tend to decrease with increasing \( I \). Because of large uncertainties, the agreement with the prediction is not compelling.

Previously, there was one more experimental finding that supports the hypothesis of \( K \) nonconservation in rapidly rotating nuclei. We mean here the observation of direct radiative transitions from the large-\( K \) isomeric states of the \( ^{182}\text{Os}, ^{174}\text{Hf}, \) and \( ^{179}\text{W} \) nuclei to the levels of the rotational bands built on the corresponding ground states [15–19]. Had \( K \) been constant throughout the above bands, such radiative transitions would be strongly forbidden. That these transitions occur only to higher levels in the vicinity of backbending suggests that the amount of \( K \) nonconservation increases as \( I \) approaches the critical spin value \( I_c \). Yet another important observation is that some transitions to different bands of the \( ^{174}\text{Hf} \) nucleus (namely, to the ground-state band, to the band built on the \( \beta \)-vibrational state of the nucleus, and to the octupole and hexadecapole bands) are characterized by very similar delay factors \( f_\nu \) (\( \nu = |K_i - K_f| - \lambda \) is the order of forbiddenness in \( K \), \( \lambda \) being the multipolarity of the transition from the state \( i \) to the state \( f \)). This implies that violation of the quantum number \( K \) has a universal character independent of the structure of a particular band. Likewise, the data are consistent with the assumption that final states are broadly spread in \( K \).

To summarize, nonconservation of the quantum number \( K \) provides a clue to understanding the aforesaid phenomena. Experimental data suggest that \( K \) is violated because the scheme of coupling of angular momenta gradually evolves as \( I \) increases within a band.
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Abstract—The coupled-channel method is used to calculate photonuclear reactions on \(^{24}\text{Mg},^{28}\text{Si},\text{and}^{32}\text{S}\) nuclei within the intermediate-coupling scheme. The origin of relatively narrow peaks corresponding to photon-absorption on these nuclei is studied. It is shown that the splitting of the giant dipole resonance in the \(^{24}\text{Mg}\) nucleus into two broad maxima is due to the deformation of its surface. © 2000 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

In light and medium-mass nuclei (\(A \leq 100\)) with unfilled outer shells, giant multipole resonances (GMR) are formed from configurations of the particle + (\(A - 1\)) core in an excited state and hole + (\(A + 1\)) core in an excited state type rather than from configurations of the particle + hole type because particle and hole excitations of the valence shell that are generated by primary single-particle transitions (see Fig. 1) decay fast, transferring their energy to a large number of valence nucleons. This circumstance was partly taken into account in [1–3], where basis configurations of the particle + (\(A - 1\)) core type were used in calculating GMRs in \(1p\)-shell nuclei within the so-called intermediate-coupling scheme, but where configurations corresponding to single-particle transitions from deep filled levels were disregarded.

Calculations within the intermediate-coupling scheme have not become popular because it is difficult to treat quantitatively low-lying states of heavy and medium-mass nuclei in the full configuration space of the valence shell. Recently, a method for computing low-lying nuclear states by consecutively adding nucleons to the nuclear system was proposed in [4]. In this method, a relatively small number of basis states are used at each step of the calculations. The method is applicable not only to light but also to medium-mass nuclei. Owing to this, a version of the coupled-channel method within the intermediate-coupling scheme could be developed in a form that is rather simple, but which is suitable for calculating the structure and decay features of GMRs in light and medium-mass nuclei with unfilled outer shells [5].

In [5], nucleon–nucleus scattering states \(\langle \alpha B \rangle^{(\pm)}_{\Lambda} \) that feature diverging (+) or converging (−) spherical waves at infinity were represented in the form

\[
\langle \alpha B \rangle^{(\pm)}_{\Lambda} = \sum_{\alpha'} \sum_{B'} \langle \alpha B' \rangle_{\Lambda}^{(\pm)} \langle (\alpha B')_{\Lambda}^{(\pm)} | \alpha B' \rangle_{\Lambda}^{(\pm)} + \sum_{\gamma'} \sum_{\alpha''} \langle \gamma' \alpha'' \rangle_{\Lambda} \langle (\alpha B)_{\Lambda}^{(\pm)} | (\gamma' \alpha'') \rangle_{\Lambda},
\]

(1)

where \(\Lambda\) is the total angular momentum of the nucleon system (if isospin is considered to be a good quantum number, \(\Lambda\) will represent the set of quantum numbers that includes the above angular momentum and the

Fig. 1. Basic types of single-particle transitions leading to the formation of giant resonances in light and medium-mass nuclei.
isospin moment of the system; \( \alpha \equiv e_\alpha \bar{\alpha} \equiv e_\alpha d_{\alpha} m_\alpha \tau_\alpha, \) \( \alpha', \ldots \) stand for the quantum numbers characterizing unfilled single-particle states in the mean nuclear field \( u(r); \) \( \gamma, \gamma', \ldots \) are quantum numbers of filled single-particle states in the mean nuclear field \( u(r); \) \( |(\alpha\bar{\beta})_\lambda\rangle \equiv (a_\alpha^\dagger |\mathcal{B}\rangle_\lambda), |(\alpha\bar{\beta}')_\lambda\rangle, \ldots \) are basis wave functions that describe open and closed channels of the particle + \((A - 1)\) core type (by a channel, we mean here a partition of the nuclear system in question into two components); \( |(\gamma\bar{\alpha}')_\lambda\rangle \equiv (a_\gamma^\dagger |\mathcal{B}'\rangle_\lambda), |(\gamma\bar{\alpha})_\lambda\rangle, \ldots \) are basis wave functions that describe closed channels of the hole + \((A + 1)\) core type; \( a_\alpha^\dagger \) and \( a_\alpha \) are the operators of, respectively, nucleon creation and annihilation in the single-particle state \( |\lambda\rangle; \) \( |\mathcal{B}\rangle, |\mathcal{B}'\rangle, \ldots \) are low-lying natural-parity excited states of the \( A = 1 (A + 1) \) nucleus that diagonalize the nuclear Hamiltonian within the configuration space of the valence shell; and \( \sum_x \) denotes summation over discrete quantum numbers and integration with respect to continuous quantum numbers \( x. \)

This approximation provides a natural generalization of the standard \( 1p1h \) approximation for light and medium-mass nuclei with unfilled shells; in just the same way as the latter, it takes no account of correlations in the ground state of the nucleus.

The expansion coefficients \( \langle (\alpha\bar{\beta}')_\lambda |(\alpha\bar{\beta})_\lambda^{(\pm)} \rangle \) and \( \langle (\gamma\bar{\alpha}')_\lambda |(\alpha\bar{\beta})_\lambda^{(\pm)} \rangle \) characterize the contributions of various \( \alpha\bar{\beta}' \) and \( \gamma\bar{\alpha}' \) channels to the scattering state \( |(\alpha\bar{\beta})_\lambda^{(\pm)} \rangle. \) Coupling between the channels arises in the internal region of the reaction in question, where the residual nucleon–nucleon forces \( V_{\text{res}} \) are operative over distances \( r < R_0 = 1.5A^{1/3} \). In a finite spatial region, single-particle states \( |\alpha\rangle \) of the continuous spectrum can be expanded in terms of a discrete set of the oscillator functions \( \{|n\tilde{\alpha}\rangle\} \) as

\[
|\alpha\rangle = \sum_n \langle n\tilde{\alpha}|\alpha\rangle |n\tilde{\alpha}\rangle \quad \text{for} \quad r < R_0, \tag{2}
\]

where \( n = 0, 1, 2, \ldots \) is the number of the oscillator quanta. For the channel amplitudes, we therefore have the relation

\[
\langle (\alpha\bar{\beta}')_\lambda |(\alpha\bar{\beta})_\lambda^{(\pm)} \rangle = \sum_n \langle \alpha'|n\tilde{\alpha}'\rangle \langle (n\tilde{\alpha}', \bar{B}')_\lambda |(\alpha\bar{\beta})_\lambda^{(\pm)} \rangle \tag{3}
\]

for \( r < R_0. \)

The scalar products \( \langle (n\tilde{\alpha}', \bar{B}')_\lambda |(\alpha\bar{\beta})_\lambda^{(\pm)} \rangle \) and \( \langle (\gamma\bar{\alpha}')_\lambda |(\alpha\bar{\beta})_\lambda^{(\pm)} \rangle \) describe the configurational content of the scattering state in the internal region of the reaction being considered. They determine completely all the characteristics of the nuclear reaction. In particular, the amplitude of the probability for the transition of a nucleus from the ground state \( |\Psi_0\rangle \) to the scattering state \( |(\alpha\bar{\beta})_\lambda^{(\pm)} \rangle \) under the effect of the multipole operator \( F_3 \) that is responsible for GMR excitation can be expressed in terms of these scalar products. In [5], a compact set of algebraic equations (equations of channel coupling) was derived for the quantities \( \langle (n\tilde{\alpha}', \bar{B}')_\lambda |(\alpha\bar{\beta})_\lambda^{(\pm)} \rangle \) and \( \langle (\gamma\bar{\alpha}')_\lambda |(\alpha\bar{\beta})_\lambda^{(\pm)} \rangle \). The matrix for this set of equations was obtained within standard shell-model calculations in the basis \( \{|(\alpha\bar{\beta})_\lambda\rangle, |(\gamma\bar{\alpha})_\lambda\rangle\} \), which in turn was computed by the procedure proposed in [4].

In the present study, the model in question is employed to describe the photodisintegration of \( ^{24}\text{Mg}, \ ) ^{28}\text{Si}, \) and \( ^{32}\text{S} \) nuclei in the giant-dipole-resonance (GDR) region.

2. DETAILS OF THE CALCULATIONS

The interaction of nuclei with an electromagnetic field can be taken into account by perturbation theory. In the absorption of a photon with energy \( E \) between about 8 and 30 MeV by a nucleus, a dominant role is played by electric-dipole-excitation processes leading to the formation of a GDR, which subsequently decays into a residual nucleus and a nucleon. In order to obtain the effective cross sections for photonuclear reactions, it is then sufficient to calculate the amplitudes of the probabilities for the electric-dipole transitions, \( \langle (\alpha\bar{\beta})_\lambda^{(-)} |(D)|\Psi_0\rangle \rangle, \) where \( D \) is the electric-dipole-moment operator. These probability amplitudes can be represented as linear combinations of the scattering-state components \( \langle (n\tilde{\alpha}', \bar{B}')_\lambda |(\alpha\bar{\beta})_\lambda^{(-)} \rangle \) and \( \langle (\gamma\bar{\alpha}')_\lambda |(\alpha\bar{\beta})_\lambda^{(-)} \rangle \) in the internal region of the reaction [5].

In order to simplify the calculations, we assume that nuclear Hamiltonian is invariant under the charge-conjugation operation and that the isospin is a good quantum number. In actual nuclei, these assumptions are violated because neutrons and protons move in different potential wells and have different separation thresholds. Therefore, only proton features [in describing \( (\gamma, \gamma') \) reactions] or only neutron features [in describing \( (\gamma, n) \) reactions] are usually included in calculations that take into account isospin conservation in light nuclei [6]. It should be emphasized, however, that the use of the same potential well for neutrons and for protons and of the same separation threshold for these particle species gives no way to take into account the effect of these factors on the competition between the neutron and proton channels of GDR decay. The fact that this procedure is not correct has an especially strong effect on the description of the photodisintegration of \( N \neq Z \) nuclei (owing to the strong impact of the neutron excess on the nucleon-separation thresholds). Taking this into account, we restricted our consideration to three self-conjugate nuclei, \( ^{24}\text{Mg}, ^{28}\text{Si}, \) and \( ^{32}\text{S} \), not belonging to close vicinities of the beginning or the end of the 1d2s
shell, in order to avoid dealing with strong correlations in the ground state of the nucleus.

For these nuclei, we have calculated the partial photoproton cross sections \( \sigma(\gamma, p_i) \) corresponding to the ground state \((i = 0)\), the first excited state \((i = 1)\), and other states of the final nucleus, as well as the total cross section for E1 absorption, \( \sigma_{\text{abs}} = 2[\sigma(\gamma, p_0) + \sigma(\gamma, p_1) + \ldots] \). We did not consider the photoneutron cross sections because, within the isospin formalism, the reaction cross sections for the neutron channels of photodisintegration on self-conjugate nuclei are close to those for the proton channels.

### 2.1. Single-Particle States

For the \(1d2s\) shell nuclei, the unfilled single-particle states \([|\alpha\rangle]\), the valence states \([|\beta\rangle]\), and the excited states \([|\beta\rangle]\) correspond, respectively, to \(1f_{7/2, 5/2}\) and \(2p_{3/2, 1/2}\), to \(1d_{5/2, 3/2}\) and \(2s_{1/2}\), and to \(1p_{3/2, 1/2}\) orbitals (see Fig. 1).

In calculating the single-particle states \([|f_{7/2, 5/2}\rangle] \) and \([|p_{3/2, 1/2}\rangle] \), we used the proton potential

\[
u(r) = \nu_0f_0(r) + (u_r/r)(df_r/dr)d\mathbf{r} + u_{\text{Coul}}(r),
\]

where \(\nu_0\) and \(u_r\) are amplitudes of, respectively, nuclear and spin–orbit interactions; \(u_{\text{Coul}}(r)\) is the Coulomb potential; and \(f_0(r)\) and \(f_r(r)\) are the Woods–Saxon form factors. With the exception of the nuclear-potential well depth \(\nu_0\), which is generally dependent on the orbital quantum number \(l\), the parameters of these potentials were chosen to be identical to those in the global optical model [7]. On the basis of data presented in [8] for one-nucleon knockout reactions, we can obtain an upper bound on the depth of the nuclear-potential well for \(f\) states (by using the energy of the \(1f_{7/2}\) level): \(\nu_0 \leq 64, \text{ 60, and 58 MeV for } ^{24}\text{Mg}, ^{28}\text{Si}, \text{ and } ^{32}\text{S, respectively.}\) The eventual values of the parameters \(\nu_0\) and \(u_{\text{Coul}}(r)\) were found by varying them in the course of calculations. They are presented in Table 1. The states \([|f_{7/2, 5/2}\rangle] \) and \([|p_{3/2, 1/2}\rangle] \) of the continuous spectrum correspond to these parameters.

For the single-particle states \([|d_{5/2, 3/2}\rangle], [2s_{1/2}\rangle], \text{ and } [1p_{3/2, 1/2}\rangle], \) we used spherical-oscillator functions with oscillator parameter \(\nu = (\hbar/\mu\omega)^1/2 = 1.005\hbar\text{A}^{1/2} \text{ fm} (\hbar\omega = 41\hbar\text{A}^{-1/2} \text{ MeV}).\) These functions were also used as a basis for the expansion of the states \([|\alpha\rangle] = [|f_{7/2, 5/2}\rangle] \) and \([|p_{3/2, 1/2}\rangle] \) in the internal region of the reaction. The energies of the states \([|\beta\rangle] = [|f_{7/2}\rangle], [1p_{1/2}\rangle] \) appearing directly in the coupled-channels equations (see [5]) were considered as model parameters. They can be roughly estimated on the basis of data on quasielastic nucleon knockout. For example, it follows from the data of Arndt et al. [9] that, for \(^{24}\text{Mg}\), the energies \(\varepsilon_{1p_{1/2}}\) and \(\varepsilon_{1p_{3/2}}\) are equal, respectively, to \(22 \pm 2\) and \(18 \pm 2\) MeV (if we assume that the maxima of the strength function that are observed experimentally at excitation energies of \(^{23}\text{Na}\) nuclei equal to about 14.4, 9.9, and 2.5 MeV correspond to the three Nilsson orbits into which the \(1p_{3/2}\) and \(1p_{1/2}\) levels split in the deformed nucleus [10]). The parameters \(\varepsilon_{1p_{1/2}}\) and \(\varepsilon_{1p_{3/2}}\) were varied in the course of the calculations in order to obtain better agreement between the theoretical and experimental GDR structures. Their eventual values are presented in Table 1.

Strictly speaking, the single-particle basis described above is not orthonormalized, since the bound states \([|1p_{3/2, 1/2}\rangle] \), which appear in it and which were approximated by the oscillator states \([113/2\rangle] \) and \([111/2\rangle], \) are not orthogonal to the states \([|2p_{3/2, 1/2}\rangle] \) of the continuous spectrum. In discretizing the continuum, measures were therefore taken to restore the orthogonality of the basis—the oscillator states \([113/2\rangle] \) and \([111/2\rangle] \) were not included in the set of oscillator states in which we expanded the state \([|2p_{3/2, 1/2}\rangle] \) in the internal region of the reaction.

The value chosen for the oscillator parameter ensures a fast convergence of the results of the calculations with increasing total number \(N\) of oscillator functions used in expanding the single-particle states of the continuous spectrum. This is illustrated in Fig. 2, where the estimates of the model photoabsorption cross section that were obtained for the truncated \([|\alpha\rangle] \) basis \((10 + 10)\) states are depicted at various values of \(N\). It can be seen from this figure that the results prove to be reasonable even at \(N = 1\) and that, from \(N = 3\), the curves calculated for different \(N\) become virtually indistinguishable.

### 2.2. Low-Lying States of \(A \neq 1\) Nuclei

Natural-parity low-lying states \([|\beta\rangle], [|\beta\rangle]\) for the \(A \neq 1\) nuclei were calculated by the method that relies on successively adding nucleons to the nuclear system in the configuration space of the \(1d2s\) shell [4]. In these calculations, the energies of the single-particle valence states and the matrix elements of the effective two-particle interaction, which are dependent on the mass number \(A\), were taken in just the same way as in [11].

In describing the photodisintegration of \(^{24}\text{Mg}, ^{28}\text{Si}, \text{ and } ^{32}\text{S}\) nuclei, we took into account all low-lying states \([|\beta\rangle] \) at excitation energies not exceeding 11 MeV. This made it possible to calculate the structure

**Table 1.** Fitted parameters of the model used

<table>
<thead>
<tr>
<th>Nucleus</th>
<th>(u_{\text{g}}), MeV</th>
<th>(u_{\text{p}}), MeV</th>
<th>(\varepsilon_{1p_{1/2}}), MeV</th>
<th>(\varepsilon_{1p_{3/2}}), MeV</th>
<th>(V_{\text{p}}), MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{24}\text{Mg})</td>
<td>62</td>
<td>62</td>
<td>–20</td>
<td>–17</td>
<td>50</td>
</tr>
<tr>
<td>(^{28}\text{Si})</td>
<td>58</td>
<td>58</td>
<td>–23</td>
<td>–19</td>
<td>50</td>
</tr>
<tr>
<td>(^{32}\text{S})</td>
<td>57</td>
<td>62</td>
<td>–24</td>
<td>–20</td>
<td>45</td>
</tr>
</tbody>
</table>
and the decay features of the GDR up to about 30–32 MeV (the last value is obtained as the sum 11 MeV + nucleon-separation threshold + energy of the highest single-particle resonance in a continuum).

2.3. Residual Nucleon–Nucleon Interaction

The coupled-channel equations (see [5]) do not involve the matrix elements of the effective two-particle interaction between nucleons belonging to the valence shell, nor do they contain explicitly the energies of single-particle valence levels. Therefore, it is not necessary to match the nuclear Hamiltonians used to describe the low-lying states \( |\alpha\rangle \) and \( |\gamma\rangle \) with those used to calculate the scattering states \( |\alpha\beta\rangle \).

As was indicated above, the coupling of reaction channels is due to the residual nucleon–nucleon interaction \( V_{\text{res}} \). This interaction must be chosen in such a way as to prevent the emergence of an additional mean field for particle \( \alpha \) and hole \( \gamma \) moving in the field of the \( A \neq 1 \) core; otherwise, expansion (1), which implies that the single-particle states \( |\alpha\rangle \) and \( |\gamma\rangle \) correspond the true mean field of the nucleus, becomes meaningless.

Taking this into account, we choose the residual interaction \( V_{\text{res}} \) in the form

\[
V_{\text{res}} = V - U_{\text{add}},
\]

where

\[
V = \frac{1}{4} \sum_{\kappa} \sum_{\lambda} \sum_{\mu} \sum_{\nu} \langle \kappa \lambda | \nu | \mu \nu \rangle_{\text{as}} a_{\kappa}^+ a_{\lambda}^+ a_{\mu} a_{\nu}.
\]

is the effective nucleon–nucleon interaction (\( \langle \kappa \lambda \rangle_{\text{as}} \) stands for antisymmetrized two-particle matrix elements), while

\[
U_{\text{add}} = \sum_{\mu} \sum_{\nu} \left[ \sum_{\lambda} \langle \mu \lambda | \nu | \lambda \rangle_{\text{as}} V_{\lambda}(\epsilon) \right] a_{\mu}^+ a_{\nu}
\]

is the additional mean field that is generated for a particle (hole) by \( V \) forces if the \( A \neq 1 \) core is in the state \( \langle \epsilon \rangle = |\beta\rangle, |\beta\rangle', \ldots (|\alpha\rangle, |\alpha\rangle', \ldots) \) [12]. In the expression for \( U_{\text{add}} \),

\[
v_{\lambda}(\epsilon) = \left\langle \epsilon \left| \sum_{m_{\lambda \mu \nu}} a_{\lambda}^+ a_{\mu} \right| \epsilon \right\rangle \left[ 2(j_{\lambda} + 1) \right]^{-1}
\]

is the occupation number for the single-particle level \( |\lambda\rangle \).

In this study, we employed the Rosenfeld forces for the effective nucleon–nucleon forces \( V \). The radial dependence of these forces is determined by the Yukawa potential of radius \( 1/\mu = 1.5 \) fm. The amplitude of the forces, \( V_0 \), was considered as a model parameter and was varied to fit the energy position of the giant resonance. The resulting values of \( V_0 \) are presented in Table 1.

3. DISCUSSION OF THE RESULTS OF THE CALCULATIONS

The main results of our calculations are displayed in Figs. 3–9 and in Tables 2–5.

3.1. Intermediate Structure of GDRs

Figure 3 shows the calculated (thin solid curve) and experimental (thick solid curve) cross sections for E1 photoabsorption. Both theoretical results and experi-
mental data exhibit a pronounced intermediate structure of GDRs. This structure can be associated with the intrusion of closed $g$ channels into the continuum of the nuclear system. Indeed, it was shown in a number of studies (see, for example, [19]) that discrete states superimposed on a continuous spectrum must generate a resonance structure in the reaction cross section.

The role of closed $g$ channels corresponding to $1p \rightarrow 1d2s$ dipole transitions in the formation of the intermediate structure of giant resonances is illustrated in Fig. 4, which displays the results of our calculations for the GDR in $^{24}$Mg for the following cases:

(i) Effective interaction is switched off completely (dotted curve).

(ii) We take into account only the interaction between the configurations $|\langle \alpha B \rangle \rangle$ corresponding to the $1d2s \rightarrow 1f2p$ dipole transitions (dashed curve).

(iii) We take into account the interactions between all reaction channels (solid curve).

Figure 4 demonstrates how the residual nucleon–nucleon interaction forms a collective dipole state [case (ii)] from single-particle resonances [case (i)] and how the inclusion of closed channels increases the intensity (integrated cross section) of a GDR and leads to the emergence of many resonance states [case (iii)].

The importance of taking into account $g$ channels in describing the intermediate structure of GDRs can be seen from the configurational content of resonance states. As was indicated above, the scalar products $\langle \alpha B \rangle \langle \alpha B \rangle$ and $\langle \gamma \lambda \lambda \rangle \langle \alpha B \rangle$, which characterize the configurational content of scattering states in the internal region of the reaction being considered, are found in solving the equations for channel
coupling. By using these quantities, the contribution of various configurations of the \( |(\alpha E\beta)\rangle \) and \( |(\gamma E\lambda)\rangle \) types to the GDR can be estimated at any excitation energy \( E \) of the nucleus involved. For some dipole states of the nuclei considered in this study, the relevant data are given in Tables 2–4, which list the contributions of the ten most important configurations near resonance energies. From these data, it can be seen that the intermediate structure of the GDRs in \( ^{1}d_2s \)-shell nuclei is of a collective origin and that it arises owing to the strong

### Table 2. Main components of the GDR in \(^{24}\text{Mg}\) near some photoabsorption resonances

<table>
<thead>
<tr>
<th>( E_{\text{res}} ) (MeV)</th>
<th>( 1p_{1/2}(8.80) )</th>
<th>( 1p_{3/2}(7.88) )</th>
<th>( 1p_{3/2}(7.77) )</th>
<th>( 1f_{7/2}(0.45) )</th>
<th>( 1p_{3/2}(2.91) )</th>
<th>( 1p_{1/2}(6.01) )</th>
<th>( 1p_{1/2}(4.56) )</th>
<th>( 1p_{3/2}(7.62) )</th>
<th>( 1p_{3/2}(9.92) )</th>
<th>( 1f_{7/2}(5.51) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 17.1 )</td>
<td>17.14</td>
<td>11.36</td>
<td>7.04</td>
<td>5.46</td>
<td>3.60</td>
<td>3.48</td>
<td>2.95</td>
<td>2.78</td>
<td>2.65</td>
<td>2.40</td>
</tr>
<tr>
<td>( 18.6 )</td>
<td>17.14</td>
<td>11.36</td>
<td>7.04</td>
<td>5.46</td>
<td>3.60</td>
<td>3.48</td>
<td>2.95</td>
<td>2.78</td>
<td>2.65</td>
<td>2.40</td>
</tr>
<tr>
<td>( 19.8 )</td>
<td>17.14</td>
<td>11.36</td>
<td>7.04</td>
<td>5.46</td>
<td>3.60</td>
<td>3.48</td>
<td>2.95</td>
<td>2.78</td>
<td>2.65</td>
<td>2.40</td>
</tr>
<tr>
<td>( 24.2 )</td>
<td>17.14</td>
<td>11.36</td>
<td>7.04</td>
<td>5.46</td>
<td>3.60</td>
<td>3.48</td>
<td>2.95</td>
<td>2.78</td>
<td>2.65</td>
<td>2.40</td>
</tr>
<tr>
<td>( 25.5 )</td>
<td>17.14</td>
<td>11.36</td>
<td>7.04</td>
<td>5.46</td>
<td>3.60</td>
<td>3.48</td>
<td>2.95</td>
<td>2.78</td>
<td>2.65</td>
<td>2.40</td>
</tr>
</tbody>
</table>

Note: Here and in Tables 3–5, the theoretical excitation energies (in MeV) of states of the \( A \mp 1 \) cores are indicated in parentheses.
mixing of the $|\alpha R\rangle_\lambda$ and $|\gamma S\rangle_\lambda$ configurations; of these, the configurations corresponding to the $1p_{1/2}$ hole play the most important role in the formation of the intermediate structure of GDRs. Figure 5, which shows the energy dependences of those components in the cross sections for photoabsorption on $^{24}\text{Mg}$, $^{28}\text{Si}$, and $^{32}\text{S}$ that are associated with the (dashed curve) $|\alpha R\rangle_\lambda$ and (dotted curve) $|\gamma S\rangle_\lambda$ configurations, also illustrates the strong mixing of these configurations in dipole states.

In going over from $^{24}\text{Mg}$ to $^{28}\text{Si}$ and further to $^{32}\text{S}$, the contribution to the photoabsorption cross section from the $|\gamma S\rangle_\lambda$ configuration decreases steadily because the filling of the 1d$2s$ valence shell leads to the blocking of $1p \rightarrow 1d2s$ single-particle transitions. Nonetheless, these configurations continue to play a

---

**Table 3.** Main components of the GDR in $^{28}\text{Si}$ near some photoabsorption resonances

<table>
<thead>
<tr>
<th>$E_{\text{res}}$ (MeV)</th>
<th>$E_{\text{res}} = 18.1$ MeV</th>
<th>$E_{\text{res}} = 19.0$ MeV</th>
<th>$E_{\text{res}} = 19.7$ MeV</th>
<th>$E_{\text{res}} = 20.6$ MeV</th>
<th>$E_{\text{res}} = 21.2$ MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>configuration</td>
<td>contribution, %</td>
<td>configuration</td>
<td>contribution, %</td>
<td>configuration</td>
<td>contribution, %</td>
</tr>
<tr>
<td>$2p_{3/2}(7.89)$</td>
<td>5.46</td>
<td>$1p_{1/2}(9.52)$</td>
<td>11.95</td>
<td>$1f_{7/2}(0.00)$</td>
<td>6.95</td>
</tr>
<tr>
<td>$1p_{3/2}(2.35)$</td>
<td>4.90</td>
<td>$2p_{3/2}(5.68)$</td>
<td>5.68</td>
<td>$2p_{3/2}(6.22)$</td>
<td>3.94</td>
</tr>
<tr>
<td>$2p_{3/2}(4.00)$</td>
<td>4.65</td>
<td>$1f_{7/2}(0.00)$</td>
<td>5.60</td>
<td>$1f_{7/2}(2.72)$</td>
<td>3.81</td>
</tr>
<tr>
<td>$1f_{7/2}(2.72)$</td>
<td>4.49</td>
<td>$1f_{7/2}(2.36)$</td>
<td>3.74</td>
<td>$1p_{1/2}(9.52)$</td>
<td>3.43</td>
</tr>
<tr>
<td>$1f_{7/2}(4.78)$</td>
<td>4.16</td>
<td>$2p_{3/2}(5.49)$</td>
<td>3.18</td>
<td>$1p_{1/2}(10.32)$</td>
<td>3.39</td>
</tr>
<tr>
<td>$2p_{3/2}(4.11)$</td>
<td>3.61</td>
<td>$1p_{1/2}(1.49)$</td>
<td>2.82</td>
<td>$1f_{7/2}(6.45)$</td>
<td>2.99</td>
</tr>
<tr>
<td>$1f_{7/2}(2.36)$</td>
<td>3.58</td>
<td>$2p_{1/2}(2.70)$</td>
<td>2.18</td>
<td>$1f_{7/2}(3.15)$</td>
<td>2.74</td>
</tr>
<tr>
<td>$2p_{1/2}(3.65)$</td>
<td>3.34</td>
<td>$1f_{7/2}(6.74)$</td>
<td>2.08</td>
<td>$1p_{1/2}(1.49)$</td>
<td>2.69</td>
</tr>
<tr>
<td>$2p_{3/2}(2.72)$</td>
<td>3.19</td>
<td>$1p_{1/2}(5.18)$</td>
<td>1.99</td>
<td>$1p_{3/2}(10.32)$</td>
<td>2.67</td>
</tr>
<tr>
<td>$2p_{1/2}(1.23)$</td>
<td>3.18</td>
<td>$2p_{3/2}(2.70)$</td>
<td>1.94</td>
<td>$1f_{7/2}(2.36)$</td>
<td>2.05</td>
</tr>
</tbody>
</table>

---

**Table 4.** Main components of the GDR in $^{32}\text{S}$ near some photoabsorption resonances

<table>
<thead>
<tr>
<th>$E_{\text{res}}$ (MeV)</th>
<th>$E_{\text{res}} = 17.1$ MeV</th>
<th>$E_{\text{res}} = 19.1$ MeV</th>
<th>$E_{\text{res}} = 19.6$ MeV</th>
<th>$E_{\text{res}} = 21.4$ MeV</th>
<th>$E_{\text{res}} = 24.3$ MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>configuration</td>
<td>contribution, %</td>
<td>configuration</td>
<td>contribution, %</td>
<td>configuration</td>
<td>contribution, %</td>
</tr>
<tr>
<td>$1f_{7/2}(2.49)$</td>
<td>7.58</td>
<td>$1f_{7/2}(6.73)$</td>
<td>4.87</td>
<td>$1f_{7/2}(7.28)$</td>
<td>5.87</td>
</tr>
<tr>
<td>$1f_{7/2}(4.43)$</td>
<td>4.61</td>
<td>$2p_{3/2}(7.55)$</td>
<td>4.49</td>
<td>$1f_{7/2}(6.50)$</td>
<td>4.66</td>
</tr>
<tr>
<td>$1f_{7/2}(5.82)$</td>
<td>4.03</td>
<td>$1f_{7/2}(7.28)$</td>
<td>4.05</td>
<td>$1f_{7/2}(6.99)$</td>
<td>3.80</td>
</tr>
<tr>
<td>$1f_{7/2}(5.13)$</td>
<td>3.45</td>
<td>$2p_{1/2}(7.61)$</td>
<td>3.74</td>
<td>$1p_{1/2}(2.17)$</td>
<td>3.72</td>
</tr>
<tr>
<td>$2p_{1/2}(5.96)$</td>
<td>3.18</td>
<td>$1f_{7/2}(6.51)$</td>
<td>3.09</td>
<td>$1f_{5/2}(5.13)$</td>
<td>2.86</td>
</tr>
<tr>
<td>$1p_{1/2}(5.10)$</td>
<td>2.99</td>
<td>$2p_{3/2}(8.41)$</td>
<td>3.04</td>
<td>$2p_{1/2}(7.89)$</td>
<td>2.68</td>
</tr>
<tr>
<td>$2p_{3/2}(6.99)$</td>
<td>2.88</td>
<td>$1p_{1/2}(0.00)$</td>
<td>2.75</td>
<td>$1f_{7/2}(6.51)$</td>
<td>2.49</td>
</tr>
<tr>
<td>$2p_{3/2}(7.00)$</td>
<td>2.80</td>
<td>$2p_{3/2}(7.61)$</td>
<td>2.70</td>
<td>$1f_{7/2}(6.22)$</td>
<td>2.01</td>
</tr>
<tr>
<td>$1f_{7/2}(8.53)$</td>
<td>2.74</td>
<td>$1f_{5/2}(2.49)$</td>
<td>2.09</td>
<td>$2p_{1/2}(7.00)$</td>
<td>2.01</td>
</tr>
<tr>
<td>$2p_{3/2}(6.38)$</td>
<td>2.62</td>
<td>$1f_{7/2}(6.99)$</td>
<td>2.09</td>
<td>$1f_{5/2}(5.82)$</td>
<td>1.99</td>
</tr>
</tbody>
</table>
significant role in the formation of the intermediate structure of GDRs. This is confirmed by the data from Table 5, which displays the configurational content of the GDR in $^{32}$S in the vicinity of the 17.1-MeV resonance. As can be seen from this table, the resonance correlates definitively with one of the $\gamma/4$ closed channels: as the excitation energy of the nucleus approaches the position of the resonance peak, the contribution of the $a_{1p,1\gamma}|\gamma/4; E_\gamma = 5.1$ MeV configuration to the photoabsorption cross section increases sharply.

![Fig. 5. Configurational content of the GDRs in the $^{24}$Mg, $^{28}$Si, and $^{32}$S nuclei: (dashed curve) contribution of configurations corresponding to $1d2s \rightarrow 1f2p$ transitions, (dotted curve) contribution of configurations corresponding to $1p \rightarrow 1d2s$ transitions, and (solid curve) total photoabsorption cross section.](image)

3.2. Gross Structure of GDRs

In addition to the intermediate structure, the cross section for photoabsorption on the $^{24}$Mg nucleus shows a gross structure: it distinctly splits into two broad peaks localized in the regions 16–22 and 22–28 MeV. Usually, these features of the GDR in $^{24}$Mg are explained by the deformation of the nuclear surface. Indeed, there are a few experimental factors indicating that the $^{24}$Mg nucleus has the shape of a prolate spheroid of revolution.

The effect of nuclear deformations on the properties of GDRs in $1d2s$-shell nuclei was considered by Bassichis and Scheck [20], who first calculated single-particle states in an axisymmetric self-consistent Hartree–Fock potential in order to use them, at the next stage, in an analysis of a GDR within the $1p1h$ scheme. Those authors found that the dipole states in $^{24}$Mg and $^{28}$Si break down into two energy groups, the upper one, which is due primarily to $1p \rightarrow 1d2s$ transitions, and the lower one, which is associated with $1d2s \rightarrow 1f2p$ transitions. In addition, they established that the upper energy group of states corresponds primarily to $\Delta K = 1$ single-particle transitions, where $K$ is the projection of the nucleon angular momentum onto the symmetry axis.
of the nucleus and that the lower energy group corresponds to transitions leaving this quantum number unchanged (ΔK = 0 transitions). On this basis, Bassichis and Scheck [20] concluded that there are configuration splitting of the giant resonance in these nuclei [21] and the splitting of it due to nuclear deformations.

The analysis performed in [20] is disadvantageous in that (i) it relies on a phenomenological two-particle interaction in evaluating the deformed self-consistent field, (ii) it covers only 1p1h configurations, and (iii) it takes no account of the continuum effect on giant-resonance formation. The present calculation also suggests that configurations associated with 1p → 1d transitions play an important role in the formation of the second, high-energy, maximum of photoabsorption on the 24Mg nucleus (see Fig. 4). From Fig. 5, it can be seen, however, that these configurations come to be dominant above the second GDR maximum (their contribution grows significantly there)—that is, in the energy region E ≥ 28 MeV, where the role of 1p2 → 1d2 transitions becomes more pronounced. This means that the observed gross structure of the GDR in 24Mg is of a collective origin.

Let us consider the possibility of the splitting of the GDR in 24Mg due to a deformation of the nuclear surface. We have already indicated that this GDR, as well as the other ones considered in the present study, possesses a high degree of collectivization. On the basis of the Danos–Okamoto model [22], it was deduced that, in a prolate axisymmetric nucleus, there can arise two types of collective dipole vibrations of neutrons with respect to protons—that, with a lower energy, along the symmetry axis of the nucleus and that, with a higher energy and doubled intensity (because there are two degenerate transverse modes), in the plane orthogonal to the symmetry axis. This is precisely the reason that the photoabsorption cross section is split into two peaks.

In the generalized model from [23], the collective transverse and longitudinal dipole vibrations of a spheroidal even–even nucleus can be described in terms of the wave functions |Ψ₁M⟩ and |Ψ₃M⟩ that, in the laboratory frame, are given by

\[
|Ψ₁M⟩ = \frac{1}{\sqrt{3}} q_{1M}^+ |Ψ₀⟩ - \frac{1}{\sqrt{3}} (q_{1M}^+ |Ψ₂⟩)_{1M},
\]

(6)

\[
|Ψ₃M⟩ = \frac{1}{\sqrt{3}} q_{1M}^+ |Ψ₀⟩ + \frac{1}{\sqrt{3}} (q_{1M}^+ |Ψ₂⟩)_{1M},
\]

where q₁M is the operator of creation of collective dipole vibrations, |Ψ₀⟩ is the ground state of the nucleus, and |Ψ₂⟩ is the first excited (J² = 2²) state of the nucleus. (In going over to the intrinsic coordinate frame, formulas (6) are transformed into the conventional relations

\[
|Ψ₁M⟩ = \sqrt{\frac{3}{16\pi}} (D_{M0}(θ,∅)q_{10}^+ |Ψ₀⟩)
\]

and

\[
|Ψ₃M⟩ = \sqrt{\frac{3}{16\pi}} [(D_{M1}(θ,∅)q_{11}^+ |Ψ₀⟩) + D_{M-1}(θ,∅)q_{1-1}^+ |Ψ₀⟩],
\]
since, for a deformed nucleus, the relation
\[ |\Psi_{2M}\rangle = \frac{5}{8\pi^2} D_{20}(\theta_i) |\Psi_0\rangle \]
holds in the strong-coupling approximation.\}

In (6), we replace the operator \( q_1^+ M \) by the dipole-moment operator \( D_1^+ M \), considering that, if the giant resonance is fully collectivized, we have \( D(1M) \propto [q_1^+ M + (-1)^{+1} q_1^- M] \) and \( q_1^+ |\Psi_0\rangle = q_1^+ |\Psi_2\rangle = 0 \). We can then obtain the relation
\[ \left| \langle (\alpha B)_{\Lambda}^+ |D|\Psi_0\rangle \right|^2 \left| \langle (\alpha B)_{\Lambda}^+ |\Psi_2\rangle \right|^2 \left| \langle (\alpha B)_{\Lambda}^- |D|\Psi_0\rangle \right|^2 \left| \langle (\alpha B)_{\Lambda}^- |\Psi_2\rangle \right|^2 \]
which determines the ratio of the probabilities for the excitation of the longitudinal and transverse dipole vibrations in an arbitrary scattering state \( |(\alpha B)_{\Lambda}^+ \rangle \) with energy \( E \) and which makes it possible to break down the total photoabsorption cross section into the longitudinal and transverse components. The matrix elements \( \langle (\alpha B)_{\Lambda}^+ |D|\Psi_0\rangle_{\Lambda} \) and \( \langle (\alpha B)_{\Lambda}^- |D|\Psi_0\rangle_{\Lambda}, \) which are necessary for such calculations, can be expressed in terms of the intrinsic components of the scattering states \( \langle (n' \vec{d}', B')_{\Lambda}^\ast |(\alpha B)_{\Lambda}^+ \rangle \) and \( \langle (n' \vec{d}', B')_{\Lambda}^\ast |(\alpha B)_{\Lambda}^- \rangle \).

The results obtained by breaking down the photoabsorption cross section into the longitudinal and the transverse component are displayed in Fig. 6. It can be seen from this figure that, for \( ^{24}\text{Mg} \), the longitudinal vibrational mode is indeed localized predominantly in the region of the low-energy photoabsorption maximum and that the transverse mode is localized in the
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region of the high-energy maximum. This suggests a direct relationship between the gross structure of the GDR in $^{24}$Mg and the nuclear deformation. For $^{28}$Si and $^{32}$S, on the contrary, it is impossible to separate the longitudinal and transverse photoabsorption peaks. This makes it possible to state that these nuclei are nearly spherical.

The dominance of the transverse component of $^{28}$Si and $^{32}$S photodisintegration at energies $E < 23$ MeV suggests that the strong inequality $|\langle (\alpha R)^{-1} | \langle D|\Psi_d)\rangle_A| \gg |\langle (\alpha R)^{+1} | \langle D|\Psi_d)\rangle_A|$ holds in this energy region (see formula (7)) and that the photoabsorption cross section is determined primarily by the giant resonance over the
ground state of the nucleus. At higher energies \((E > 23 \text{ MeV})\), the relative value of the longitudinal component of the photoabsorption cross section increases, which indicates that the effect of the giant resonance over the first excited \( (J^p = 2^+) \) state of the nucleus becomes more pronounced.

3.3. Partial Channels of GDR Decay

More detailed information about the character of nuclear photodisintegration is contained in partial photoprotonic cross sections that correspond to fixed states (or groups of states) of the final nucleus. The calculated

Fig. 8. Photoprotonic partial cross sections for the \(^{28}\text{Si}\) nucleus. The notation is identical to that in Fig. 7. The experimental cross sections \( \sigma(\gamma, p_i), i = 1, 2 \), were borrowed from [25], whereas the remaining experimental data were taken from [26].
partial cross sections are presented in Figs. 7–9, where they are contrasted against experimental data.

In practice, partial cross sections are often employed to estimate the contributions of various shell configurations to giant resonances. However, some caution should be exercised in this case. In particular, it can be seen from Table 2 that, for $^{24}\text{Mg}$, none of the ten most important configurations of the 17.1-MeV resonance corresponds to the ground state of the final nucleus. At the same time, the partial cross section $\sigma(\gamma, p_0)$ saturates about one-half of the total proton cross section $\sigma(\gamma, p) = \sigma_{abs}/2$ at the excitation energy $E$ of the nucleus about 17.1 MeV (compare with Figs. 3 and 7). A similar pattern is observed at other resonance excitation energies of $^{24}\text{Mg}$.

It is well known that partial cross sections are much more sensitive to the details of the calculation than the total reaction cross section. Therefore, they provide a
reliable criterion for testing various models. It can be seen from Figs. 7–9 that, by and large, the coupled-channel equations in the scheme of intermediate coupling describe fairly well partial channels of the photodisintegration of $^{24}$Mg, $^{28}$Si, and $^{32}$S nuclei. This means that the approach in question takes into account the main factors that affect the formation and decay of giant resonances in light and medium-mass nuclei with unfilled outer shells.

4. CONCLUSION

We have demonstrated the capabilities of the coupled-channel method in the intermediate-coupling scheme by applying it to the photodisintegration of some 1$d$2s-shell nuclei. The results that we have obtained (see preceding section) reveal that the proposed model is able to describe satisfactorily the mechanism of GDR formation and its position on the energy scale, as well as its width, structure, and decay characteristics, in light and medium-mass nuclei with unfilled shells. This is the main result of our study.

It should be noted, however, that there are discrepancies between the theoretical results and experimental data and that these discrepancies are due to the model approximations used. As can be seen from Figs. 3 and 7–9, the calculations give the poorest fit to the experimental data at high excitation energies of the nucleus. One of the possible reasons for this is that the basis configurations $\{|\bar{\beta}\rangle, \{|\bar{\alpha}\rangle\}$ were restricted to states with excitation energies of $E \approx 11$ MeV. The agreement with experimental data could probably be improved by expanding the basis, but this is hindered by difficulties in calculating the states $\{|\bar{\beta}\rangle$ and $\{|\bar{\alpha}\rangle\}$ at high excitation energies, difficulties that stem from the fact that, in the region $E > 10$–11 MeV, mixing effects must be taken into account for different principal nuclear shells. It is possible that the results of the calculations are also affected by the disregard of ground-state correlations in nuclei (see [27]). First of all, this concerns the deformed nucleus $^{24}$Mg, where deformed orbitals of opposite parities may approach. However, taking into account ground-state correlations in a nucleus would also require significantly expanding the basis used in the intermediate-coupling scheme.
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Abstract—The effect of pion–nucleon and nucleon–nucleon rescatterings on polarization observables of the reaction $\gamma d \rightarrow pp\pi^-$ is calculated in the delta-isobar region. Pion–nucleon and nucleon–nucleon rescatterings are considered on the basis of a diagrammatic approach. Lorentz invariant expressions are used for the operators of photoproduction and of pion scattering on a free nucleon. A unitarization procedure in the $K$-matrix approximation is used for resonance partial-wave amplitudes. It is shown that, in the delta-resonance region, rescattering has a sizable effect on polarization observables of the reaction $\gamma d \rightarrow pp\pi^-$ at high momenta of final protons. © 2000 MAIK “Nauka/Interperiodica”.

1. In [1, 2], the reaction $e^+d \rightarrow e'pp\pi^-$ was studied at the photon point by using the internal polarized target of the VEPP-3 storage ring. In this experiment, protons with momenta in excess of 300 MeV/c were recorded in coincidence. The resulting differential cross sections and asymmetry components, especially those by the permutations of identical final-state nucleons, differ significantly from the results obtained on the basis of the spectator model. In view of this, it seems necessary to take into account final-state interaction (FSI) for the reaction in question—that is, pion–nucleon and nucleon–nucleon rescatterings. In [3], a diagrammatic approach allowing for FSI was used to compute the spin-averaged differential cross sections for negative-pion photoproduction on a deuteron in the process

$$\gamma d \rightarrow pp\pi^-.$$

The effect of final-state interactions on polarization observables of the electro- and photodisintegration of deuterons was taken into account in [4–8]. In the present study, we calculate the effect of FSI on polarization observables of reaction (1). The results of these calculations can serve as a basis for simulating the behavior of polarization observables in specific elements of the phase space of reaction (1) and for planning polarization experiments at high proton momenta in an optimal way. These results can also be used for a direct comparison with available experimental data. Such a comparison can contribute to clarifying the question of whether it is necessary to consider more complicated mechanisms of reaction (1).

The present article is organized as follows. In Section 2, we describe the model used and derive expressions for the amplitudes corresponding to various rescattering mechanisms. In Section 3, we determine the relevant helicity amplitudes and polarization observables. The results of our calculations are presented in Section 4.

2. In order to obtain the amplitude for reaction (1), we make use of the diagrammatic approach developed in [9, 10]. In [3, 11], the diagrammatic approach was applied to the reaction of pion photoproduction on a deuteron. In our calculations, we take into account the contributions to the amplitude that come from the diagrams in Fig. 1 and from the diagrams that differ from those by the permutations of identical final-state nucleons. The first diagram corresponds to the spectator model, which describes well experimental data corresponding to kinematical conditions close to those of quasifree pion photoproduction. If the momenta of both nucleons are rather high (greater than 200 MeV/c), it is necessary to take into account the contributions of the remaining diagrams, which describe rescatterings in the final state. The need for taking these diagrams into account stems from the fact that, with increasing momentum of the spectator nucleon, the probability of finding it inside the deuteron decreases. Within the spectator model, this leads to the reduction of the reaction amplitude. At the same time, the rescattering amplitude is determined by an integral with respect to the momentum of the nucleon in the deuteron. Even at high momenta of the nucleons in the final state, the main contribution to this integral may come from the low-momentum component of the deuteron wave function. Therefore, the role of rescattering effects increases with increasing nucleon momenta.

In constructing analytic expressions corresponding to the diagrams in Fig. 1, Laget [3] and Blomqvist and Laget [11] took the photoproduction amplitude in the nonrelativistic form. In the delta-isobar region, this form is valid in an arbitrary reference frame at small values of $p^2/m^2$, where $p$ and $m$ are the nucleon mass and the nucleon momentum, respectively. In order to
describe the resonance partial-wave amplitude $M_{1+}^{3/2}$, they took the delta-isobar mass with a small imaginary addition dependent on the isobar energy. The parameterization that those authors used for this dependence gave no way to obtain a unified description of the photoproduction of charged and neutral pions. We make use of the amplitude for pion photoproduction on nucleons from [12]. This amplitude is written in the Lorentz invariant and gauge-invariant form; it realizes the pseudovector version of pion–nucleon interaction and takes into account the contributions of the Born diagrams in the $s, t$, and $u$ channels; the $s$- and the $u$-channel contribution of the delta isobar; and the contribution of the $t$-channel exchanges of rho and omega mesons. The unitarization procedure in the $K$-matrix approximation was used for the resonance partial-wave amplitudes $E_{1+}^{3/2}$ and $M_{1+}^{3/2}$. This made it possible to avoid introducing an imaginary addition to the delta-isobar mass and to obtain a unified description of the photoproduction of charged and neutral pions. Pion–nucleon rescattering was described by the Lorentz invariant amplitude from [13]. This amplitude also realizes the pseudovector version of pion–nucleon interaction and takes into account the contributions of the Born terms in the $s, t$, and $u$ channels; the contribution of the delta isobar in the $s$ and $u$ channels; and the contribution of the $t$-channel exchanges of sigma and rho mesons. In just the same way as in the case of pion photoproduction on nucleons, the unitarization procedure in the $K$-matrix approximation was used for the resonance partial-wave amplitude $P_{33}$.

The amplitude of nucleon–nucleon scattering was represented in the form of multipole expansion including partial waves to order $L = 2$ inclusive. The partial-wave phase shifts for nucleon–nucleon scattering were taken from [14].

For the final $NN$ state, the wave function that satisfies the requirements of symmetry under nucleon permutations and which is written in terms of the coupled basis in spin and isospin spaces has the form

$$|p_1, p_2; s m_s, t m_t⟩ = \frac{1}{\sqrt{2}}(|p_1⟩|^p_2⟩)^2 + (-1)^{s + t + s'}(|p_2⟩|^p_1⟩)^2)|s m_s⟩|t m_t⟩,$$

where $p_1$ and $p_2$ are the nucleon momenta; $s$ and $m_s$ are, respectively, the nucleon-pair spin and its projection onto the $z$ axis; and $t$ and $m_t$ are the nucleon-pair isospin and its projection onto the $z$ axis. In the reference frame where the deuteron momentum is $d$ and where the $z$ axis coincides with the photon-momentum direction, the amplitude for reaction (1) in the spectator model then has the form [15]

$$T^{\text{spec}}(p_1, p_2; q, s, m_s; k, λ_d, d, m_d) = -\sum_{m_d}^{(d)} \left[ \frac{E_{p_2}}{E_d - p_2} T_{γn → pπ}^{-1}(p_1, q; d - p_2, k, λ_d) \right] \times Ψ_{m_1, m_2} \left( \frac{1}{2}(d - 2p_2) \right) \left( -1 \right)^{s} \frac{E_{p_1}}{E_d - p_1} \times T_{γn → pπ}^{-1}(p_2, q; d - p_1, k, λ_d)Ψ_{m_1, m_2} \left( \frac{1}{2}(d - 2p_2) \right),$$

where $q$ is the final-pion momentum; $k$ and $λ_d$ are, respectively, the photon momentum and helicity; $d$ and $m_d$ are, respectively, the deuteron 3-momentum and the deuteron spin projection; $s$ and $m_s$ are the spin of the final-state nucleon pair and its projection on the $z$ axis; $m'_d$ is the projection of the total spin of the nucleons forming the deuteron onto the $z$ axis; $E_p$ is the on-shell energy of a nucleon with a momentum $p$; and $T_{γn → pπ}^{-1}(p_1, q; d - p_2, k, λ_d)$ is the amplitude of negative-pion photoproduction on a neutron—this amplitude is treated as an operator that acts on the spin variables of the first nucleon, $|1m'_d⟩$ and $|sm_s⟩$, in two-nucleon systems. The quantities $Ψ_{m_1, m_2}(p)$ are expressed in terms of the $S$- and $D$-wave components of the deuteron wave function as [15]

$$Ψ_{m_1, m_2}(p) = (2π)^{3/2} \sqrt{2E_d} \times \sum_{L = 0, 2}^{4} \sum_{m_L} |Lm_L⟩ Y_{Lm_L}(\hat{p}) \langle Lm_L1m'_d|1m_d⟩,$$

where $E_d$ is the deuteron energy, and $\hat{p}$ is the unit vector in the direction of the momentum $p$. In the calculations, we use here the deuteron wave functions for the Bonn potential (full model) [16].

Pion–nucleon rescattering is described by the diagram in Fig. 1b and by the analogous diagram where the identical final-state nucleons are interchanged. In reaction (1), there can occur the charge-exchange-free pion–nucleon rescattering $πp → πp$ and the charge-exchange pion–nucleon rescattering $πΔ → πp$. With allowance for this and for the identity of final-state nucleons, the contribution of pion–nucleon rescattering to the amplitude of reaction (1) can be represented as
where \( T_N^{1}(p_1, q; q', q'') \) is the pion–nucleon scattering amplitude (pion-photoproduction amplitude) acting, as an operator, on the spin variables of the first (second) nucleon in two-nucleon systems \( |1m'_n\rangle \) and \( |sm_m\rangle \). The quantities \( n^0 \) and \( p^0 (E_{d-p} \) and \( E_p) \) are the off-shell (on-shell) energies of nucleons with momenta \( d - p' \) and \( p' \), respectively. The quantity \( [T_N^{1}T_N^{2}](\) stands for a sum over isospin variables in the two-particle operator; that is,

\[
[T_N^{1}T_N^{2}](\pi p \rightarrow \pi p) = \pi p \rightarrow \pi p \rightarrow p^0 \rightarrow p^0 - \pi p \rightarrow \pi p \rightarrow p^0 \rightarrow p^0. \tag{6}
\]

Since the deuteron isospin is zero, the amplitude of charge-exchange pion–nucleon scattering and the amplitude of charge-exchange-free pion–nucleon scattering appear in the rescattering amplitudes with opposite signs. The quantity \( V(p'; p''); m'_n, m_m) \) is the \( dnp \) vertex function. In the nonrelativistic limit, it is related to \( \Psi_{m'_n, m_m} \) as \[3\]

\[
V(p'; p''); m'_n, m_m) = \left( E_p - E_{d-p} + i\epsilon \right) \Psi_{m'_n, m_m} \left( \frac{1}{2}(p'' - p') \right), \tag{7}
\]

where \( p' \) and \( p'' \) are the momenta of nucleons constituting the deuteron. In expression (5), we decomposed the relativistic nucleon propagators into terms corresponding to virtual nucleons with positive and negative energies and retained only terms with positive energies. This was done because virtual nucleons with negative energies manifest themselves only from momenta higher than a value of about 1 GeV/c [17], but such momenta are not reached in the kinematical region of the delta isobar. In this kinematical region, the relativistic form must be used for the pion propagator. The integrand in (5) has four poles in the variable \( p^0 \), of these, two lie in the upper half-plane of the complex variable \( p^0 \), while the other two lie in its lower half-plane:

\[
p_{1+}^0 = E_d - E_{d-p} + i\epsilon, \quad p_{2+}^0 = p^0 - \omega_q + i\epsilon,
\]

\[
p_{1-}^0 = E_p - i\epsilon, \quad p_{2-}^0 = E_p + \omega_q - i\epsilon.
\]

Here, \( \omega_q \) is the energy of the pion–nucleon pair involved in the rescattering process, while \( \omega_q \) is the on-shell energy of the pion with the momentum \( q' \). Integration with respect to energy in (5) is performed by closing the contour of integration in the lower half-plane. In evaluating the resulting contour integral, we take into account only the residue at the nucleon pole \( p_{10}^0 \). The residue at the pole \( p_{20}^0 \) of the pion propagator is disregarded because of its smallness \[3\]. In performing integration with respect to the nucleon 3-momentum, the pion propagator can be represented in the form

\[
\frac{1}{q'^2 - m^2} = \frac{1}{q'^2 - m^2} - i\pi\delta(q'^2 - m^2). \tag{9}
\]

The expression in (5) then decomposes into the sum of terms corresponding to the contribution of the delta function and the contribution of the principal value of the integral. Specifically, we have

\[
T_N^{1+}(p_1, p_2, q, s, m_s; k, \lambda, p, m_d) = T^{1+}(p_1, p_2, q, s, m_s; k, \lambda, p, m_d)
\]

\[
+ T^{2+}(p_1, p_2, q, s, m_s; k, \lambda, p, m_d), \tag{10}
\]

where

\[
\begin{align*}
T^{1+}(p_1, p_2, q, s, m_s; k, \lambda, p, m_d) & = -\frac{1}{16\pi^2 |q_s|} \int_{|p|}^{2\pi} d\phi' \int_{|p|}^{2\pi} p'dp' \\
& \times \sum_{m'_n} \langle sm_m | T_N^{1}(p_1, q; p', q') T^{2+}(p_2, q; d - p', k, \lambda) |1m'_n\rangle |m_m\rangle
\end{align*}
\]

\[
\times \Psi_{m'_n, m_m} \left( \frac{1}{2}(d - 2p') \right) + \left( -1 \right)^{1+s} \frac{1}{16\pi^2 |q_s|} \int_{|p|}^{2\pi} d\phi' \int_{|p|}^{2\pi} p'dp' \\
\times \Psi_{m'_n, m_m} \left( \frac{1}{2}(d + 2p') \right), \tag{11}
\]

\[
T^{2+}(p_1, p_2, q, s, m_s; k, \lambda, p, m_d) = -\frac{1}{16\pi^2 |q_s|} \int_{|p|}^{2\pi} d\phi' \int_{|p|}^{2\pi} p'dp' \\
\times \sum_{m'_n} \langle sm_m | T_N^{1}(p_1, q; p', q') T^{2+}(p_2, q; d - p', k, \lambda) |1m'_n\rangle |m_m\rangle
\]

\[
\times \Psi_{m'_n, m_m} \left( \frac{1}{2}(d - 2p') \right) + \left( -1 \right)^{1+s} \frac{1}{16\pi^2 |q_s|} \int_{|p|}^{2\pi} d\phi' \int_{|p|}^{2\pi} p'dp' \\
\times \Psi_{m'_n, m_m} \left( \frac{1}{2}(d + 2p') \right). \tag{12}
\]
\[ \times \sum_{m_r} \langle s m_r| \left[ T_{\pi N}^A(p_2, q; p', q') T_{\gamma N}^2(p_1, q'; d - p', k, \lambda_q)|1 m'_r\rangle \Psi_{m_r, m_d} \left( \frac{1}{2}(d - 2p') \right) \), \]

\[ T_{\pi N}(p_1, p_2, q, s, m_r, k, \lambda_q, d, m_d) \]

\[ = -iP \int \frac{d^3 p'}{2\pi} \sum_{m_r} \langle s m_r| \left[ T_{\pi N}^A(p_1, q; p', q') T_{\gamma N}^2(p_2, q'; d - p', k, \lambda_q)|1 m'_r\rangle \Psi_{m_r, m_d} \left( \frac{1}{2}(d - 2p') \right) \]

\[ + (-1)^{1+1} iP \int \frac{d^3 p'}{2\pi} \sum_{m_r} \langle s m_r| \left[ T_{\pi N}^A(p_2, q; p', q') T_{\gamma N}^2(p_1, q'; d - p', k, \lambda_q)|1 m'_r\rangle \Psi_{m_r, m_d} \left( \frac{1}{2}(d - 2p') \right) \].

In expression (11), the quantities \( p_\pm \) and \( p_\perp \) are given by

\[ p_\pm = \frac{|p_\perp| E_{c.m.} \pm P_0^D}{Q} |p_{c.m.}|, \]

where \( Q \) is the invariant mass of the pion–nucleon pair; \( E_{c.m.} \) and \( p_{c.m.} \) are, respectively, the nucleon energy and momentum in the c.m. frame of the pion–nucleon pair; and \( P_0^D \) and \( P_\Delta \) are the energy and momentum of the pion–nucleon pair in the reference frame used. The quantities \( p_\perp \) and \( p_\perp \) represent, respectively, the minimal and the maximal values of the nucleon momentum in the reference frame where the energy and the momentum of the nucleon–nucleon pair are \( P_0^D \) and \( P_\Delta \). We note that \( p_\perp \), \( p_\perp \), and the kinematical variables appearing in (13) take different values for the first and the second term in (11). In the amplitude given by (11), integration with respect to the momentum \( p' \) is performed in the reference frame where the \( z \) axis is aligned with the momentum of the pion–nucleon pair; the integration with respect to \( \cos \theta \) is removed by the delta function, whereby the angle \( \theta \) is fixed.

The amplitude in (11) depends crucially on the integration limit \( [p_.] \). Let us consider it in the laboratory frame. If the motion of the nucleons in the deuteron and the contribution of the \( D \)-wave component of the deuteron wave function are disregarded, each term in (11) is proportional to the integral

\[ I_{\text{lab}} = \int_{p_\perp} p' dp' u_0(p'), \]

In the kinematical region of the delta isobar, the upper limit \( p_\perp \) is almost always greater than 300 MeV/c; at the same time, the lower limit \( [p_.] \) depends greatly on the momenta of the nucleons and of the pion, varying between 0 and 300 MeV/c. Therefore, the integral in (14) increases strongly at small \( [p_] \) and depends only slightly on \( p_\perp \). In the c.m. frame of reaction (1), the argument of the deuteron wave function develops an azimuthal dependence; as a result, each term in (11) now proves to be proportional to the integral

\[ I_{c.m.} = \int_{0}^{2\pi} \int_{|p_\perp|} p' dp' u_0 \left( \frac{1}{2}(d - 2p') \right), \]

which also depends primarily on the lower integration limit \( [p_.] \).

In the amplitudes \( T_{\pi N}^A \) and \( T_{\pi N}^A \), the residue at the nucleon pole fixes one nucleon on the mass shell. Here, the second nucleon is not on the mass shell, but its off-mass-shellness is moderately small in the kinematical region being considered. In the amplitude \( T_{\pi N}^A \), relation (9) fixes the pion on the mass shell. In the amplitude \( T_{\pi N}^A \), the pion is not on the mass shell, but the main contribution to the integral comes from the region where we can use the on-shell amplitudes for pion photoproduction and pion–nucleon scattering. The amplitudes in (11) and (12) were determined by means of a numerical integration; in doing this, the approximation where the amplitude of pion photoproduction and the amplitude of pion–nucleon scattering are factored out of the integral sign at zero momenta of the nucleons within the deuteron was used to evaluate the principal value of the integral.

Nucleon–nucleon rescattering is described by the diagram in Fig. 1c and the analogous diagram with the interchanged identical final-state nucleons. The contributions of these diagrams to the amplitude of nucleon–nucleon rescattering are identical in magnitude, but they are opposite in sign. Since the diagrams with interchanged fermions enter into the amplitude with opposite signs, their contributions add up; as a result, the expression for the amplitude of nucleon–nucleon rescattering in the coupled-basis representation takes the form
EFFECT OF RESCATTERING ON POLARIZATION

\[ T^{NN}(p_1, p_2, q, s, m_z; k, \lambda_\gamma, d, m_d) = 2\int \frac{d^4 p'}{(2\pi)^4} \]
\[ \times \sum_{s''m_z'} \langle sm | T_{pp \rightarrow pp}(p_1, p_2; p', p'') | s''m_z' \rangle \langle s''m_z' | T_{\gamma n \rightarrow p\pi}(p', q; d - p', k, \lambda_\gamma) | 1m_z' \rangle V(d - p', p'; m_z', m_d), \]  

(16)

where \( T_{pp \rightarrow pp} \) is a pion–nucleon scattering amplitude (pion–nucleon photoproduction amplitude) acting as an operator, on the spin variables of both nucleons (the second nucleon of the two-nucleon systems \( |sm\rangle \) and \( |s''m_z'\rangle \) (\( |1m_z'\rangle \) and \( |s''m_z'\rangle \)). In just the same way as in the case of pion–nucleon rescattering, integration with respect to the variable \( p^0 \) is performed by closing the contour in the lower half-plane and by taking the residue at the nucleon pole \( p^0 = E_p - i\epsilon \). Upon factoring the photoproduction amplitude and the amplitude of nucleon–nucleon scattering out of the integral sign and disregarding the contribution of the \( D \)-wave component of the deuteron wave function, we can represent the amplitude of nucleon–nucleon rescattering as [3]

\[ T^{NN}(p_1, p_2, q, s, m_z; k, \lambda_\gamma, d, m_d) = -i \frac{4\pi W}{mp_{c.m.}} \sum_{m_n, m_{p'}} \left\langle \frac{1}{2} m_n \frac{1}{2} m_{p'} \left| 1m_z \right\rangle \left\langle \frac{1}{2} m_n \frac{1}{2} m_{p'} \right| sm \right\rangle \]
\[ \times T_{pp \rightarrow pp}(p_1, p_2, s, m_z; d/2, p', s, m_z) \]
\[ \times T_{\gamma n \rightarrow p\pi}(p', m_{p'}, q; d/2, m_n, k, \lambda_\gamma) \]
\[ \times \int \frac{d^3 \xi}{(2\pi)^3} \frac{\sqrt{2E_p \mu_{0}}(|\xi + P/2|)}{(2\pi)^3} \]
\[ \times \frac{(p_{c.m.}^2 + \beta^2)}{(p_{c.m.}^2 - \xi^2 + i\epsilon)(\xi^2 + \beta^2)}, \]

(17)

where \( m_n, m_{p'} \), and \( m_{p'} \) are the \( z \) projections of the spins of intermediate-state nucleons; \( W \) is the energy of the nucleon pair in its c.m. frame; \( p_{c.m.} \) is the nucleon momentum in the same frame; \( P = p_1 + p_2 - d; \) \( P' = p_1 + p_2 - d/2; \) and \( \beta = 241 \text{ MeV} \). The quantities \( T_{pp \rightarrow pp}(p_1, p_2, s, m_z; p', s, m_z) \) are the diagonal matrix elements of the pp-scattering amplitudes in the channel-spin representation: represented in the form of a multipole expansion, they are expressed in terms of the phase shifts for nucleon–nucleon scattering. The integral with respect to the variable \( \xi \) in (17) can be calculated analytically [3].

Double rescattering in reaction (1) can be represented by the diagrams in Fig. 2 and the analogous diagrams with the interchanged identical final-state nucleons. We have calculated the contribution of these diagrams to the squared modulus of the amplitude and found that, under the kinematical conditions being considered (that is, in the delta-resonance region and at high momenta of final nucleons), it is about 1% of the contribution from single rescattering. For this reason, we disregard the effects of double rescattering and represent the amplitude of reaction (1) in the form

\[ T(p_1, p_2, q, s, m_z; k, \lambda_\gamma, d, m_d) = T^{pec}(p_1, p_2, q, s, m_z; k, \lambda_\gamma, d, m_d) \]
\[ + T_{\pi N}(p_1, p_2, q, s, m_z; k, \lambda_\gamma, d, m_d) \]
\[ + T^{NN}(p_1, p_2, q, s, m_z; k, \lambda_\gamma, d, m_d). \]  

(18)

The use of the amplitude for pion photoproduction on nucleons from [12] ensures gauge invariance of the amplitude in (18).

3. The amplitude in (18) is written in the mixed representation: the polarization of the initial-state particles is described in terms of the photon helicity \( \lambda_\gamma \) and the \( z \) projection \( m_z \) of the deuteron spin, while the polarization of the final state is described by the total spin \( s \) of the nucleon pair and its \( z \) projection \( m_z \). In order to calculate polarization observables, it is more convenient to use helicity amplitudes [18]. In order to accomplish a transition to the helicity amplitudes of the reaction in question, we perform a unitary transformation from a coupled basis of the nucleon pair to its helicity basis and go over from the deuteron-spin projection onto the \( z \) axis (which is aligned with the direction of the photon.

Fig. 2. Diagrams for double rescattering in the reaction \( T^{NN}(p_1, p_2, q, s, m_z; k, \lambda_\gamma, d, m_d) = T^{pec}(p_1, p_2, q, s, m_z; k, \lambda_\gamma, d, m_d) \] + T_{\pi N}(p_1, p_2, q, s, m_z; k, \lambda_\gamma, d, m_d) + T^{NN}(p_1, p_2, q, s, m_z; k, \lambda_\gamma, d, m_d).
According to [18], the general expression for polarization observables of the three-body reaction (1) is

$$F_{i,M_i}^{I,M_i} = \frac{\text{tr}T \tau_{i,M_i}^* \tau_{j,M_j} \tau_{j,M_j}}{\text{tr}TT},$$

(21)

where $T$ are the helicity amplitudes given by (19); $\tau_{i,M_i}$ is the spherical spin–tensor for a nucleon with a momentum $p_i$; and $\tau_{j,M_j}$ and $\tau_{j,M_j}$ are the spherical spin–tensors of the photon and the deuteron, respectively. It should be noted that, at a given initial-state energy, polarization observables of the two-body reaction depend only on one kinematical variable, scattering angle: in the three-body reaction, however, the analogous observables depend on five variables, whose choice is ambiguous. Frequently, the momentum and two emission angles for one of the particles and two emission angles for a second particle are chosen for these.

4. In order to illustrate the effects of rescattering, we have calculated the squared moduli of the amplitudes corresponding to the diagrams in Fig. 1, the components of the analyzing power of reaction (1) with respect to beam and target polarizations ($T_{22,00}$ and $T_{00,20}$, respectively), and the polarization of one of the final protons ($P_{1y}$). The calculations were performed in the c.m. frame of reaction (1) under the conditions of coplanar kinematics. The results are presented below versus the proton-emission angle $\theta_2$ at $p_1 = 300$ MeV/c, $\theta_1 = 100^\circ$, $\phi_1 = 0^\circ$, $\phi_2 = 180^\circ$, and $E_\gamma = 3.7$ MeV.

Figure 3 shows the quantities obtained upon averaging the squared moduli of the amplitudes over the spins of the initial particles and summing the result of this averaging over the spins of final particles. At proton-emission angles $\theta_2$ in excess of $120^\circ$, the effect of rescatterings is insignificant in relation to the contribution of the spectator mechanism. For this reason, these results are displayed only for $\theta_2$ values between $0^\circ$ and $120^\circ$. In these data, the most spectacular feature is that the squared modulus of the amplitude for on-shell pion–nucleon rescattering has a distinct maximum at $\theta_2 \sim 40^\circ$. The main contribution to this maximum comes from the first term in the amplitude given by (11). This term corresponds to the case where the proton with the momentum $p_1$ participates in the scattering process. In this kinematical domain, the value of $|p_1|$ is

![Fig. 3. Squared moduli of the amplitudes corresponding to the diagrams in Fig. 1 as functions of the proton emission angle $\theta_2$ at $p_1 = 300$ MeV, $\theta_1 = 100^\circ$, $\phi_1 = 0^\circ$, $\phi_2 = 180^\circ$, and $E_\gamma = 360$ MeV (all kinematical variables are taken in the c.m. frame of the reaction); (1) results produced by the spectator model, (2) contribution of on-shell pion–nucleon rescattering, (3) contribution of off-shell pion–nucleon rescattering, (4) contribution of nucleon–nucleon rescattering, (5) contribution of double rescattering, and (6) sum of all contributions.](image-url)
small for the first term in (11), so that the integral in (15) is maximal. As to off-shell pion–nucleon rescattering, the main contribution to it comes from the first term in the amplitude given by (12). In just the same way as in the preceding case, this term corresponds to the rescattering of the proton with the momentum \( p_1 \). The behavior of the amplitude for off-shell pion–nucleon rescattering is determined primarily by the dependence of the integral

\[
I_{\text{off-shell}} = \int \frac{d^3p}{q^2 - m_x^2} \frac{u_0 \left( \frac{1}{2} |d - 2p| \right)}{d^2 - m_x^2}
\]

on the proton emission angle \( \theta_2 \). The contribution of nucleon–nucleon rescattering increases fast with decreasing kinetic energy of the relative motion of final nucleons. This is because the \( ^1S_0 \) phase shift increases in that case. In Fig. 3, this is manifested in the growth of the contribution from nucleon–nucleon rescattering in the region of small \( \theta_2 \). With increasing kinetic energy of the relative motion of final nucleons, the contribution of \( ^1S_0 \) scattering decreases, but this is accompanied by an increase in the contribution of scattering in \( L = 1, 2 \) states (\(^3P_0, ^3P_1, ^3P_2, ^1D_2\)). In Fig. 3, an increase in the contribution from nucleon–nucleon rescattering in the region around the point \( \theta_2 \approx 90^\circ \) is due to rescatterings in the \( P \) and \( D \) states.

Figures 4 and 5 illustrate the effect of rescattering on, respectively, the tensor analyzing power with respect to target polarization, \( T_{00,0} = T_{00,0} \), and the tensor analyzing power with respect to beam polarization, \( T_{22,0} = F_{22,0} \). On-shell pion–nucleon rescattering has the most pronounced effect on these quantities, leading to the emergence of deep minima near a value of \( \theta_2 \approx 40^\circ \). Off-shell pion–nucleon rescattering and nucleon–nucleon rescattering reduce the depths of the minima, especially for \( T_{22,0} \). It is interesting to note that a partial filling of the minimum for \( T_{22,0} \) is caused by off-shell pion–nucleon rescattering, although the squared modulus of its amplitude has a minimum precisely in the region around \( \theta_2 \approx 40^\circ \). The main contribution to the reduction of the minimum depth for \( T_{22,0} \) comes from the interference of the amplitudes for off-and on-shell pion–nucleon rescattering.

Figures 4 and 5 illustrate the effect of rescattering on the polarization of the final proton with the momentum \( p_1 \) in the case of an unpolarized initial state. We define the above polarization as

\[
P_{1y} = \frac{\text{tr} TT^y \sigma_y(1)}{\text{tr} TT^y},
\]

where \( T \) are the helicity amplitudes given by (19), while \((1/2)\sigma_y(1)\) is the operator of the \( y \) projection of the pro-
It can be seen that rescattering affects considerably the behavior of $P_{1y}$, especially in the range $q^2 \sim 40^\circ-60^\circ$. It should be noted that, in the case of an unpolarized initial state, the polarization of the protons originating from reaction (1) is nonzero even within the spectator model (that is, without allowing for pion–nucleon and nucleon–nucleon rescatterings). This is because the description of pion photoproduction on a nucleon in the delta-isobar region requires taking into account, in addition to the Born terms, the $s$- and $u$-channel contributions of the delta isobar and the contribution of the $t$-channel exchanges of rho and omega mesons. Allowance for the delta-isobar contribution in the $s$ channel induces an imaginary part in the amplitude of pion photoproduction on a nucleon; as a result, the final nucleon proves to be polarized even in the case of an unpolarized initial state. At the same time, the polarization of final nucleons from the reaction $e' p \rightarrow e' p n$ proceeding from an unpolarized initial state is nonzero only if proton–neutron rescattering is taken into account [4], since the amplitude of elastic electron–nucleon scattering is real-valued in the Born approximation.

In summary, we have used a diagrammatic approach to calculate the effect of pion–nucleon and nucleon–nucleon rescatterings on polarization observables of the reaction $\gamma d \rightarrow pp\pi^-$. Our calculations have revealed that, at high momenta of final-state protons, these rescattering processes affect noticeably the behavior of the polarization observables in the kinematical region of the delta isobar. We would like to emphasize that rescattering effects must be taken into account in analyzing experimental data.
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Abstract—Data on the scattering of protons with energies \( 5 \text{ MeV} < E < 65 \text{ MeV}\) by \(^{90}\text{Zr} \) nuclei and data on the energies of proton particle and hole levels in the \( A + 1 \) and \( A - 1 \) systems with \( A = 90 \) are analyzed within the dispersive optical model. The parameters of the mean proton field for \(^{90}\text{Zr} \) are determined in the energy range \(-60 \text{ MeV} < E < +65 \text{ MeV}\). The predicted single-particle features of the levels (root-mean-square radii of orbits, occupation numbers, spread widths, spectroscopic factors, and spectral functions) comply well with experimental data obtained in \((d, ^3\text{He}), (^3\text{He}, d), (n, d), \) and \((d, n)\) reactions for levels near the Fermi surface and in \((e, e'p)\) and \((p, 2p)\) reactions for deep levels. © 2000 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

The shell and optical models are widely used in studying the structure of nuclei and nuclear reactions. In these models, nucleon–nucleus interaction is described on the basis of the mean-field concept. In traditional realizations of the models, the mean nuclear field is represented as a single-particle local potential that is complex in the optical model (optical potential) and real in the shell model (shell-model potential). These potentials are determined independently of each other in the energy regions \( E > 0 \) and \( E < 0 \) within, respectively, the optical and the shell model.

A unified approach to determining a mean field for nucleon–nucleus interaction was developed in recent years (see [1, 2] and references therein). This approach relies on the assumption that the optical and the shell-model potential are both complex-valued; it indicates a way to determine the shell-model potential by extrapolating some parameters found at positive energies to the region of negative energies. The extrapolation procedure is based on the use of dispersion relations between the real and imaginary parts of the mean field and is referred to as a dispersive optical-model analysis. The approach in question makes it possible to determine a unified mean field for both positive and negative energies by using simultaneously experimental data on scattering and on the positions of single-particle levels. This in turn permits a determination of single-particle features of levels such as root-mean-square radii, occupation numbers, spectroscopic factors, and spectral functions at energies well below the Fermi energy, where experimental data are very scanty as a rule.

The dispersive optical-model analysis also provides a physically reasonable description of scattering at energies below the Coulomb barrier, where the predic-
In the present study, the DOM version proposed in [8] is used to analyze the $p + ^{90}\text{Zr}$ system. We pursue here the following goals:

(i) Within this DOM version, the procedure for determining the mean geometric parameters of the imaginary part of the mean-field potential differs from that in [5]. In contrast to what was done in [5], the data set analyzed here contains data on scattering at low energies ($6 \text{ MeV} < E < 25 \text{ MeV}$); at the same time, the energy range included in our analysis is bounded from above by a value of 65 MeV. Experimental and estimated information about the total proton cross sections for $p + ^{90}\text{Zr}$ interactions is used at the initial stage of the analysis. A comparison of the parameter values found in the present study and in [5] is important for assessing the accuracy in determining the parameters.

(ii) In the present study, the calculated features of single-particle states are compared both with the experimental data used in [5] and with the results of the most comprehensive and precise investigation of deep hole states in $^{90}\text{Zr}$ that was performed at the Petersburg Nuclear Physics Institute by the method quasielastic proton scattering at 1 GeV [12]. Owing to this, the predicted and measured features of deep hole states could be compared for the first time.

The present article is organized as follows. In Section 2, we give a brief account of the DOM version used here. In Section 3, we determine the average parameters of the mean-field potential within the DOM version proposed in [8]. Problems that arise in determining the energy dependence of the Hartree–Fock component of the mean-field potential for the $p + ^{90}\text{Zr}$ system in the energy range $-60 \text{ MeV} < E < 65 \text{ MeV}$ are discussed in Section 4. Proton scattering by $^{90}\text{Zr}$ nuclei for $E < 20 \text{ MeV}$ is analyzed in Section 5. In Section 6, we compare the calculated and measured features of the bound states in $^{90}\text{Zr}$. In Section 7, we compare the mean-field parameters for the $^{40}\text{Ca}$, $^{90}\text{Zr}$, and $^{208}\text{Pb}$ nuclei. The results of our study are summarized in the Conclusion (Section 8).

2. DISPERSIVE OPTICAL MODEL

The most justified DOM version was applied in [5]. The method developed in [8] for determining the average parameters of the mean field relies on the DOM version from [5]. Given below is a brief description of this version.

The proton–nucleus potential, both in the traditional and in the dispersive version of the optical model, is represented as the sum of three components; that is,

$$U(r, E) = -U_p(r, E) - U_{so}(r, E) + V_{\text{Coul}}(r), \quad (2.1)$$

where $U_p(r, E)$ is a central potential, $U_{so}(r, E)$ is the spin–orbit potential, and $V_{\text{Coul}}(r)$ is the Coulomb potential.

In the region $E < 65 \text{ MeV}$, the real and imaginary parts of the central potential and the spin–orbit potential in the traditional optical model are usually expressed in terms of the Woods–Saxon form as

$$U_p(r, E) = V_p(r, E) + iW_p(r, E)$$

$$= V_p(E)f(r, r_p, a_p) + iW_p(E)f(r, r_s, a_s), \quad (2.2)$$

$$-i \cdot 4a_d W_d(E) \frac{d}{dr} f(r, r_d, a_d),$$

$$U_{so}(r, E) = 2V_{so}(E) \frac{1}{r} \frac{d}{dr} f(r, r_{so}, a_{so}) \cdot s, \quad (2.3)$$

where

$$f(r, r_i, a_i) = \frac{1}{1 + \exp\left[(r - r_i a_i^{1/3})/a_i\right]}$$

$$\quad (i = R, s, d, so)$$

is the Woods–Saxon function. The Coulomb interaction is simulated by the potential of a uniformly charged sphere of radius $R_{\text{Coul}} = r_{\text{Coul}} A^{1/3}$. The subscripts $s$ and $d$ label, respectively, the volume and the surface part of the imaginary potential. Within the DOM, the central component of the mean-field potential can be represented as the sum of two components, a static and a dynamical one. The former is a smooth function of $E$ determined by the local approximation. Physically, it corresponds to the Hartree–Fock potential for the system of $A$ nucleons; therefore, it is usually referred to as the Hartree–Fock component of the mean field ($V_{HF}$). The dynamical component is a complex quantity dependent sharply on energy near $E_F$. It is assumed that this component carries information about correlation (for $E < E_F$) and dynamical polarization (for $E > E_F$) effects. By virtue of analytic properties, its real and imaginary parts ($\Delta V$ and $W$, respectively) are related by a dispersion equation. In view of this, the dynamical component is often referred to as a dispersive term. It is precisely this component that determines the important energy dependence of the central component ($V_p$):

$$U_p(r, E) = V_p(r, E) + iW_p(r, E)$$

$$= V_{HF}(r, E) + \Delta V_p(r, E) + \Delta V_d(r, E) + iW_p(r, E). \quad (2.4a)$$

For this component, we also use the Woods–Saxon parametrization

$$U_p(r, E) = V_{HF}(E)f(r, r_{HF}, a_{HF})$$

$$+ \Delta V_p(E)f(r, r_s, a_s) - 4a_d \Delta V_d(E) \frac{d}{dr} f(r, r_d, a_d), \quad (2.4b)$$

$$+ iW_p(E)f(r, r_s, a_s) - i \cdot 4a_d W_d(E) \frac{d}{dr} f(r, r_d, a_d).$$

The volume and the surface dispersive components of the real potential [$\Delta V_p(r, E)$ and $\Delta V_d(r, E)$, respectively] can be calculated with the aid of the dispersive relation,
provided that the corresponding components of the imaginary part are known. Specifically, we have
\[
\Delta V_{s(d)}(r, E) = (E_r - E) P \int_0^\infty \frac{W_{s(d)}(r, E)}{(E - E_r)(E - E)} dE, 
\]
where the symbol P denotes the principal value of an improper integral.

Various applications of the optical potential are often based on the traditional Woods–Saxon form of the real potential. In order to go over from the parameters of \( V_{R}^{DOM}(r, E) \) to the parameters of the effective real Woods–Saxon potential, \( V_{R}^{eff}(E) \) and \( r_{R}^{eff}(E) \), we can proceed as in [6], requiring invariability of the volume integral of the real potential and invariability of the real-potential value at \( r = 0 \). The diffuseness \( a_R \) of the effective potential then coincides with the parameter \( a_{HF} \) for the Hartree–Fock component of the real dispersive optical potential.

We note that, in (2.4b), the same geometric shape of \( f(r, r_s, a_i) \) \( (i = s, d) \) is assumed for the corresponding components of the dispersive and the imaginary part of the potential. This follows from fulfillment of the dispersion relation between these components, provided that the geometric shape of \( f(r, r_s, a_i) \) \( (i = s, d) \) is independent of (or dependent very slightly on) energy, or, in other words, provided that the same is true for geometric parameters \( r_{s(d)} \) and \( a_{s(d)} \), which determine this function.

Experimental data on scattering can be conveniently analyzed in terms of the volume integrals of the potential components being considered:
\[
J_i(E) = \frac{4\pi}{A} \int_0^\infty V_i(r, E) r^2 dr, \quad i = R, HF; 
\]
\[
J_{\Delta V_i}(E) = \frac{4\pi}{A} \int_0^\infty \Delta V_i(r, E) r^2 dr; 
\]
\[
J_i(E) = \frac{4\pi}{A} \int_0^\infty W_i(r, E) r^2 dr, \quad i = s, d; 
\]
\[
J_i(E) = J_i(E) + J_d(E). 
\]
The dispersion relation (2.5) remains in force for these volume integrals as well:
\[
J_{\Delta V_i}(E) = (E_r - E) 
\]
\[
\times P \frac{1}{\pi} \int_0^\infty \frac{J_i(E)}{(E - E_r)(E - E)} dE, \quad i = s, d. 
\]

The volume integrals \( J_i(E) \) (2.8) and \( J_i(2.9) \) of the imaginary potential are determined on the basis of the parameters \( W_i, W_{d}, r_s, a_s, r_d, \) and \( a_d \) found within the conventional optical model from an analysis of data on elastic scattering for each energy value \( E_r \) individually. In order to determine the dispersive contributions \( J_{\Delta V_i}(E) \) and \( J_{\Delta V_d}(E) \) according to (2.10), the resulting sets \( J_i(E), J_d(E), \) and \( J_d(E) \) are approximated by dependences that are integrable analytically. Various expressions for \( J_i(E) \) and \( J_d(E) \) were considered in [1, 2]. Here, in just the same way as in [5, 8], \( J_i(E) \) and \( J_d(E) \) are approximated by the JM formulas [1]
\[
J_i^{JM}(E) = \alpha_i \frac{(E - E_r)^4}{(E - E_r)^4 + \beta_i^4}, \quad i = I, s; 
\]
\[
J_d^{JM}(E) = J_i^{JM}(E) - J_i^{JM}(E). 
\]
The parameters \( \alpha_i \) and \( \beta_i \) are determined by minimizing the functional \( \chi^2 \) in fitting \( J_i^{JM}(E) \) to the set \( J_i(E) \), while the parameter \( \beta_i \) is determined by fitting \( J_d^{JM}(E) \) to the set \( J_d(E) \) (in doing this, it is assumed that \( \alpha_d = \alpha_i \)). Upon this parametrization, the integral in (2.10) is calculable analytically. The results are
\[
J_{\Delta V_i}(E) = \frac{\alpha_i \beta_i (E - E_r)^2 + \beta_i^2}{\sqrt{2}(E - E_r)^4 + \beta_i^4}, \quad i = s, d. 
\]
A transition to the strength parameters of the potential is accomplished by using the formulas
\[
W_i(E) = \frac{J_i(E)}{\int f(r, r_s, a_i) dr}, \quad W_d(E) = \frac{J_d(E)}{4a_d \int f(r, r_d, a_d) dr}; 
\]
\[
\Delta V_i(E) = \frac{J_{\Delta V_i}(E)}{\int f(r, r_s, a_i) dr}, \quad \Delta V_d(E) = \frac{J_{\Delta V_d}(E)}{4a_d \int f(r, r_d, a_d) dr}; 
\]
In analyzing \( \sigma_{exp}(\theta), \sigma_{exp}(\theta), \) and \( \sigma_{exp}(\theta) \) on the basis of the DOM, the substitution of (2.16) and (2.17) into (2.2) makes it possible to find, for each value of \( E_r \), ten parameters of the mean-field potential. These are \( V_{HF}, r_{HF}, a_{HF}, r_s, a_s, r_d, a_d, V_{sp}, r_{sp}, a_{sp}, \) and \( a_{sp} \). From individual parameter sets, we then determine the energy-averaged
geometric parameters \( r_{HF}, a_{HF}, r_s, a_s, r_{sd}, a_{sd}, r_{so}, \) and \( a_{so}, \) as well as the energy dependence of the strength parameter \( V_{so}(E) \). Further, the fitting procedure is applied once again in order to derive the optimal parameters \( V_{HF}(E) \) at fixed averaged parameters listed above. On the basis of the set \( V_{HF}(E) \), we can determine the averaged energy dependence \( V_{HF}(E) \) for \( E > 0 \).

In order to find \( V_{HF}(E) \) for \( E < 0 \), we use experimental information about the energies of particle and hole levels \( E_{nj}^{exp} \) in the \( A + 1 \) and \( A - 1 \) systems, respectively. In solving the Schrödinger equation for bound states,

\[
\left[ -\frac{\nabla^2}{2m} + V(r, E_{nj}) \right] \Phi_{nj}(r) = E_{nj} \Phi_{nj}(r),
\]

(2.18)

where

\[
- V(r, E_{nj}) = V_{HF}(r, E_{nj}) + \Delta V_s(r, E_{nj}) + \Delta V_d(r, E_{nj}) + U_{so}(r, E_{nj}),
\]

(2.19)

the method that relies on fitting the well depth is used to determine the single-particle wave functions for the subshell having the quantum numbers \( n, l, \) and \( j \):

\[
\Phi_{nj}(r) = \frac{u_{nj}(r)}{r} Y_{lm}(\Omega).
\]

(2.20)

The parameters \( \Delta V_s(E) \) and \( \Delta V_d(E) \) of the potential (2.19) are calculated by formulas (2.17); for the geometric parameters, we take averaged results from the analysis of scattering data. In the following, the wave functions (2.20) are used to determine the single-particle features of the levels.

3. \( p + ^{90}\text{Zr} \) SYSTEM: DETERMINATION OF AVERAGED PARAMETERS

As in [5], we analyze here the \( p + ^{90}\text{Zr} \) system. In this analysis, we included data from [13] at \( E_1 = 6.35 \) and 8.38 MeV; data from [14] at 9.7, 9.8, 10.75, 12.7, 16.0, 18.8, 19.08, 20.25, 20.37, 22.04, 22.5, 22.9, 40.0, 49.39, and 61.4 MeV; and data from [5] at 30 and 65 MeV. In contrast to [5], we restricted our analysis to the energy region \( E \leq 65 \) MeV, but we included a vast body of data from the energy region \( E < 20 \) MeV.

In [5], the average values of the geometric parameters \( r_{sd} \) and \( a_{sd} \) were fixed by using the parameter sets determined in the conventional optical model individually for each specific energy value \( E_1 \). The parameters \( r_s \) and \( a_s \) were averaged over the interval 80 MeV < \( E < 135 \) MeV, where surface absorption is negligibly small, while the parameters \( r_{sd} \) and \( a_{sd} \) were averaged over the region \( E < 80 \) MeV. This way is well validated, but it is difficult to implement it for the majority of 40 < \( A < 208 \) nuclei, because the main body of experimental data for these nuclei was obtained for energies in the region \( E < 65 \) MeV. We note that the individual analysis from [5] did not invoke data on total reaction cross sections \( \sigma \). The values obtained in [5] for \( J(E) \) in the energy interval 20–65 MeV differ from their arithmetic mean of \( \langle J(E) \rangle_{20-65\text{MeV}} = 107 \) MeV fm\(^3\) by more than 10%.

In analyzing data on the \( p + ^{40}\text{Ca} \) system within the VMA version, Maxaux and Sartor [6] showed that the mean parameters of the conventional optical model can be used for the mean values of the parameters \( r_{sd} \) and \( a_{sd} \). In [8], it was proposed to determine the parameters \( r_{sd} \) and \( a_{sd} \) by using the global systematization CH-89* [9], which was composed for the parameters of the conventional optical model and which included data on total reaction cross section measured to within 3% [10].

For the \( p + ^{90}\text{Zr} \) system, the dependence \( \sigma_{p,n}(E) \) in the region 20 < \( E < 65 \) MeV was estimated in [11] to within 5%. The result proved to be in fairly good agreement with that which was found within the conventional optical model with the parameter values from the CH-89* systematization (\( a_{p,n}^* = 0.61 \) fm). For the imaginary volume integral \( J_3 \) (\( E \)), the mean value obtained in [11] for this energy interval is \( \langle J_3 \rangle_{CH-89*} = 100 \pm 2 \) MeV fm\(^3\).

In accordance with what was said in Section 2, the first stage of our analysis involves determining the parameters \( \alpha_t, \beta_t \), and \( \beta_s \), which appear in (2.11) and which are used to calculate, by means of dispersion relations, the strength parameters of the components of the dispersive term in the real part of the mean-field potential [see equations (2.13)–(2.17)].

First of all, we note that, at sufficiently high energies, the approximate relation \( \alpha_t = J_3(E) \) follows from (2.11). From the results presented in [5, 8, 11], it can be seen that, in the approximation given by (2.11), the dependence \( J_3(E) \) for \( p + ^{90}\text{Zr} \) at \( \beta = 10 \) MeV approaches a nearly constant value for \( E > 20 \) MeV. Therefore, it is expedient to fix the parameter \( \alpha_t \) at the value equal to \( \langle J_3 \rangle_{CH-89*} \); that is,

\[
\alpha_t = 100 \text{ MeV fm}^3. \tag{3.1}
\]

(The value of \( \alpha_t = 106.97 \) MeV fm\(^3\) was found in [5].) Thus, it is seen that, by additionally invoking, at the initial stage of the analysis, data on total reaction cross sections, we were able to refine the \( \alpha_t \) value fixed in the ensuing calculations. The parameter \( \beta_t \) is determined by the values of \( J_3(E) \) in the region \( E_3 \leq 20 \) MeV. At \( E \approx 10 \) MeV, reliable values of the volume integrals \( J_3(E) \) within the conventional optical model are clustered in the interval 75–90 MeV fm\(^3\), which corresponds to the interval 9.4 MeV < \( \beta_t < 12.2 \) MeV. The value of \( \beta_t = 12.208 \) MeV was obtained in [5]. In the present study, the calculations were performed at \( \beta_t = 12.2 \) and 9.4 MeV. The dependence \( J_3 \) (\( E \)) according to (2.11) at the above two \( \beta_t \) values and at \( \alpha_t = 100 \) MeV fm\(^3\) is displayed in Fig. 1, along with the dependence...
In Section 5, it will be shown that the above ambiguity in \( \beta_I \) does not have a pronounced effect on the agreement between the calculated and measured values of the cross sections. The results presented below were obtained at

\[
\beta_I = 12.2 \text{ MeV},
\]

unless otherwise stated.

The results of numerous analyses within the conventional optical model reveal that, because of ambiguities inherent in multiparametric fits, the quantities \( J_s(E_b) \) show a wider scatter than \( J_d(E_b) = J_s(E_b) + J_d(E_b) \) do. For some nuclei with mass numbers between 40 and 124, the scatter of the empirical values of \( J_s(E_b) \) often goes beyond the corridor within which the dependences \( J_s^{\text{CH-89}}(E) \) predicted for these nuclei lie. Therefore, the parameter \( \beta_I \) extracted from a fit of \( J_s^{\text{DOM}}(E_b) \) to the set of empirical values of \( J_s(E_b) \) (this procedure was employed in [5]) is determined with large uncertainties. In this study, the value of \( \beta_I \) was found from the condition requiring that the deviation of \( J_s^{\text{DOM}}(E) \) from \( J_s^{\text{CH-89}}(E) \) be minimal in the interval 20–65 MeV (see Fig. 1). The value of

\[
\beta_I = 60.3 \text{ MeV},
\]

which was deduced in this way, is 30% greater than the value of \( \beta_I = 46.695 \text{ MeV} \), which was obtained in [5]. The distinctions between the \( \beta_I \) and \( \alpha_I \) values from this study and those from [5] lead to a 30% decrease in \( J_{AVs}(E) \) (2.14) for energies of \( E \leq 30 \text{ MeV} \) in relation to the result presented in [5]. In the energy region \( 30 \text{ MeV} < E < 60 \text{ MeV} \), the dependence \( J_{AVs}(E) \) obtained here is close to that in [5].

At the next stage, we determine the mean values of the geometric parameters of the spin–orbit potential and a smooth energy dependence of the strength parameter \( V_{so}(E) \). The CH-89 systematization of the potential parameters was based not only on the analysis of a vast body of data on elastic-scattering cross sections but also on analyses of polarizations. For the \( p + ^{90}\text{Zr} \) system, the mean values of the parameters of the spin–orbit potential in the CH-89 systematization are close to values obtained in [5]. In the present study, we employed the mean values of the parameters of the spin–orbit potential both from [5] and from [9]. The calculations revealed that the small distinctions between the values obtained in [5] and in [9] for the parameters of the spin–orbit potential have only a slight effect on the determination of the parameters of the Hartree–Fock component. Wiesel et al. [15] studied changes in the positions \( E_{nlj} \) of single-particle levels in response to variations in the parameter \( V_{so} \) between 5.3 and 7.3 MeV and in response to variations in the parameter \( r_{so} \) between 1.03 and 1.23 fm at a fixed value of \( a_{so} \).

The calculations performed there for the \( n + ^{208}\text{Pb} \) system showed that, for particle and for hole states, the values of \( E_{nlj} \) undergo virtually no changes for \( j < 7/2 \), depending noticeably on \( V_{so} \) and \( r_{so} \) only for \( j > 7/2 \). Because these regularities are observed both for protonic and for neutronic systems and because our calculations were performed only for \( j \leq 9/2 \), moderately small uncertainties in choosing the parameters of the spin–orbit potential must not affect the results of the calculations for \( E_{nlj} \). For this reason, we will henceforth fix the parameters of the spin–orbit potential in accordance with [9], setting them to

\[
V_{so}(E) = 5.9 \text{ MeV fm}^2, \quad r_{so} = 1.072 \text{ fm}, \quad a_{so} = 0.63 \text{ fm}.
\]

The next step consists in determining the parameters of the Hartree–Fock component of the potential given by (2.4a) and (2.4b). For this purpose, we first fix the geometric parameters of the imaginary part of this potential at the CH-89* values of

\[
r_d = r_s = 1.24 \text{ fm},
\]

\[
a_d = a_s = 0.61 \text{ fm}
\]

and calculate the parameters \( W_s, W_d, \Delta V_s, \text{ and } \Delta V_d \) at
The values of $J_{s}^{IM}(E_k)$, $J_{d}^{IM}(E_k)$, $J_{\Delta V_s}(E_k)$, and $J_{\Delta V_d}(E_k)$ were found on the basis of equations (2.11)–(2.15). The parameters $V_{HF}(E_k)$, $r_{HF}(E_k)$, and $a_{HF}(E_k)$ were established by means of two procedures. Within the first of these, all three parameters were varied freely, and their set was determined, for each individual energy value $E_k$, by minimizing the $\chi^2$ functional in fitting the computed values $\sigma_{\Omega}^{DOM}(\theta)$, $P_{\Omega}^{DOM}(\theta)$, and $\sigma_{\Omega}^{DOM}(E_k)$ to the corresponding experimental results in the range $20 \text{ MeV} < E < 65 \text{ MeV}$. Within the second procedure, the strength parameter of the Hartree–Fock component was estimated by using the CH-89 systematization of the parameters:

$$V_{HF}(E_k) = \frac{J_{HF}(E_k)}{\int f(r, r_{HF}, a_{HF}) dr}$$

$$= J_{R}^{CH-89}(E_k) - J_{\Delta V}(E_k)$$

$$\int f(r, r_{HF}, a_{HF}) dr.$$  \hspace{1cm} (3.9)

The last equality is based on the results presented in [11], where it was shown that, to within 3–5%, the empirical values of $J_{R}$ corresponding to those parameter sets that make it possible to reproduce not only $\sigma_{\Omega}^{exp}(\theta)$ and $P_{\Omega}^{exp}(\theta)$ but also $\sigma_{\Omega}^{exp}(E_k)$ are consistent with the values $J_{R}^{CH-89}$ for $40 < A < 124$ and $20 \text{ MeV} < E < 65 \text{ MeV}$. At this step, the geometric parameters $r_{HF}(E_k)$ and $a_{HF}(E_k)$ remained fixed. As within the first procedure, their values were determined for each individual value of $E_k$. The calculations relied on the modified SPI-GENOA code, which makes it possible to vary the geometric parameters of the potential at fixed values of the corresponding volume integrals. In either case, we used the values from (3.1)–(3.6) and $r_{cold} = 1.264 \text{ fm}$ [9]. The values of $V_{HF}(E_k)$, $r_{HF}(E_k)$, and $a_{HF}(E_k)$ as determined by applying the above two procedures are consistent within 1 to 2%. On the basis of the resulting parameter sets, we found the mean values of the geometric parameters of the Hartree–Fock components in the energy range $20–65 \text{ MeV}$. The results are

$$r_{HF} = 1.24 \pm 0.04 \text{ fm},$$  \hspace{1cm} (3.10)

$$a_{HF} = 0.68 \pm 0.02 \text{ fm}. \hspace{1cm} (3.11)$$

4. $p + ^{90}Zr$ system: determination of the energy dependence $V_{HF}(E)$ in the energy range $-60 \text{ MeV} < E < +60 \text{ MeV}$

The energy dependence $V_{HF}(E)$ was determined on the basis of data on $V_{HF}(E_k)$ for $20 \text{ MeV} < E_k < 65 \text{ MeV}$ and data on $V_{HF}(E_{nlj})$ for $E < 0$ at $r_{HF}$ and $a_{HF}$ values fixed according to (3.10) and (3.11). For $20 \text{ MeV} < E_k < 65 \text{ MeV}, V_{HF}(E_k)$ values are presented in Fig. 2. In order to determine $V_{HF}(E)$ for $E < 0$, we used experimental information from [12, 16–21] on the energies of particle and hole states in the systems $A + 1$ and $A - 1$ systems ($A = 90$), respectively, which was obtained from an analysis of various nuclear reactions and which is displayed in Table 1.

The energies of bound states were computed with the aid of subroutines from the DRUCK-4 package [22]. The strength parameter $V_{HF}(E_{nlj})$ was determined by fitting the energies $E_{nlj}$ calculated for single-particle states in solving the Schrödinger equation (2.18) with the potential (2.19) to the corresponding experimental values. In doing this, the parameters $r_{HF}$ and $a_{HF}$ were set to the values in (3.10) and (3.11) and were not varied, while the spin–orbit potential was fixed in accordance with (3.4). The fitted values of $V_{HF}(E_{nlj})$ are given.
Table 1. Energies $E_{nlj}$ (in MeV) of single-particle proton states in $^{90}$Zr

<table>
<thead>
<tr>
<th>$nlj$</th>
<th>Experimental data</th>
<th>Results of the calculations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$(e, e')$ [16]</td>
<td>$(p, 2p)$ [17]**</td>
</tr>
<tr>
<td>$2d_{3/2}$</td>
<td>$-8.36$</td>
<td>$-9.1(0.4)^*$</td>
</tr>
<tr>
<td>$1g_{7/2}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$1g_{9/2}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$2p_{3/2}$</td>
<td>$-10.4 (0.2)$</td>
<td>$-9.87$</td>
</tr>
<tr>
<td>$1f_{5/2}$</td>
<td>$-10.8 (0.2)$</td>
<td>$-10.11$</td>
</tr>
<tr>
<td>$1f_{7/2}$</td>
<td>$-17.0 (0.5)$</td>
<td>$-15.56$</td>
</tr>
<tr>
<td>$2s_{1/2}$</td>
<td>$-21.8 (0.4)$</td>
<td>$-22.3 (0.5)$</td>
</tr>
<tr>
<td>$1d_{5/2}$</td>
<td>$-23.8 (0.5)^*$</td>
<td>$-27.0 (0.8)^*$</td>
</tr>
<tr>
<td>$1d_{3/2}$</td>
<td>$-43.0 (0.8)^*$</td>
<td>$-41.9 (1.1)$</td>
</tr>
<tr>
<td>$1p_{1/2}$</td>
<td>$-46.8 (1.5)$</td>
<td>$-45.24$</td>
</tr>
<tr>
<td>$1p_{3/2}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$1s_{1/2}$</td>
<td>$-54.0 (0.8)$</td>
<td>$-59.4 (2.1)$</td>
</tr>
</tbody>
</table>

* Mean value for the $n_l$ orbits.

** Data from [17] were borrowed from Table 2 of the study of Vorob’ev [12].

In just the same way as in [5], $V_{HF}(E)$ for $E > E_F$ is approximated here by the dependence

$$V_{HF}(E) = V_{HF}(E_F) - \lambda(E - E_F),$$

where the parameters found on the basis of a least squares fit are

$$V_{HF}(E_F) = 58.06 \pm 0.81 \text{ MeV},$$

$$\lambda = 0.591 \pm 0.035.$$  

Information about $V_{HF}(E_{nlj})$ values that was deduced from an analysis of experimental data presented in [12] for the energy region $-60 \text{ MeV} \leq E \leq -9 \text{ MeV}$ suggests that, for $-60 \text{ MeV} \leq E \leq E_F$, $V_{HF}(E)$ is a linear function of energy to within 5%. The parameter values in (4.2) and (4.3) are close to the values of $V_{HF}(E_F) = 60.8 \text{ MeV}$ and $\lambda = 0.606$, which were found in [5] under the assumption of a linear behavior of $V_{HF}(E)$ in the region $-25 \text{ MeV} \leq E \leq E_F$.

In a number of studies (see [1] and references therein), it is assumed that $V_{HF}(E)$ is a linear function of energy for $E > 0$ as well. From Fig. 2, it can be seen, however, that the functional form of $V_{HF}(E)$ for $E < E_F$ is different from that for $E > E_F$. That $V_{HF}(E)$ is a linear function of energy for $E > E_F$ leads to the reversal of the sign of the real potential at $E = 90 \text{ MeV}$ rather than in the region $E = 350–500 \text{ MeV}$, as is predicted by an analysis of scattering data within the relativistic version of the conventional optical model [23].

5. $p + ^{90}$Zr SYSTEM: ANALYSIS OF SCATTERING DATA IN THE REGION $E < 20 \text{ MeV}$

It was shown in [6, 24] that, in the region of near-threshold and subthreshold energies, the assumption that the mean geometric parameters $r_l = r_g$ and $a_l = a_g$ are independent of energy leads to an overestimation of
Fig. 3. Differential cross sections for elastic scattering in the energy regions (a) $E < 20$ MeV and (b) $20$ MeV $< E < 65$ MeV: (points) experimental data, (solid curves) results of the calculations with the average parameters from the present study ($\beta_I = 12.2$ MeV), (dotted curve) results of the calculations with the average parameters from the present study ($\beta_I = 9.4$ MeV), and (dashed curves) results of the calculations with the average parameters from [5]; (c) polarizations (the notation here is identical to that in Figs. 3a and 3b).
the total reaction cross sections and to considerable deviations of $\sigma_r^{\text{DOM}}(\theta)$ and $\rho^{\text{DOM}}(\theta)$ from $\sigma_r^{\text{exp}}(\theta)$ and $P^{\text{exp}}(\theta)$. Since the main contribution to absorption at low energies comes from the surface term, $\sigma_r^{\text{DOM}}$ and $\sigma_r^{\text{exp}}$ can be brought into closer proximity by introducing an energy dependence in the geometric parameters $r_d$ and $a_d$ of the imaginary potential at the volume integrals $I_{q,s,d}(E)$ fixed in accordance with (2.11) and (3.1)–(3.3). Agreement with the values $\sigma_r^{\text{exp}}(E)$ estimated in [11, 25, 26] for $E < 20$ MeV is then achieved by reducing the parameter $a_d$ and by slightly increasing $r_d$ with decreasing energy. As to the volume integrals $I_{q,s,d}(E)$, they still remain fixed in accordance with (2.11) and (3.1)–(3.3), whereas the dispersive surface component is computed with the parameters $r_d$ and $a_d$ set to the values in (3.5) and (3.6).

Following [27], we parametrized the energy dependences of the geometric parameters $r_d(E)$ and $a_d(E)$ of the imaginary potential (see Fig. 4) for $5$ MeV $< E < 20$ MeV as

$$r_d(E) = r_1 - \frac{r_2(E - E_F)^4}{(E - E_F)^4 + r_3^4}, \quad (5.1)$$
$$a_d(E) = a_1 + \frac{a_2(E - E_F)^4}{(E - E_F)^4 + a_3^4}, \quad (5.2)$$

where

$r_1 = 1.5$ fm, $r_2 = 0.28$ fm, $r_3 = 12$ MeV, $a_1 = 0.1$ fm, $a_2 = 0.61$ fm, $a_3 = 18$ MeV. \hfill (5.3)

From the dispersion relations, it follows that, if the surface-absorption form is dependent on energy, the potentials $W_d(r(E), E)$ and $\Delta V_d(r(E), E)$ cease to be identical. The estimates presented in [25] give sufficient reason to believe, however, that, in the energy range $5$ MeV $< E < 20$ MeV, the effective real potential $V_{R}^{\text{eff}}(r, E)$ that, in the conventional optical model, corresponds to the DOM potential featuring a dispersive component modified by the energy dependence of the form of the potential $W_d(r(E), E)$ changes insignificantly (by less than 1%) in relation to the potential computed with the parameters $r_d$ and $a_d$ independent of $E$.

Figure 3a shows the cross sections $\sigma_r^{\text{DOM}}(\theta)/\sigma_R$ and $\sigma_r^{\text{exp}}(\theta)/\sigma_R$ for $E < 20$ MeV. The calculations here were performed with the mean values of $r_d$ and $a_d$ from (5.1)–(5.3). At $E_F = 6.35, 8.38$, and $9.7$ MeV, the distinctions between the calculated and measured values of the cross sections for scattering angles in the region $\theta < 90^\circ$ may be due to the contribution of elastic scattering through a compound nucleus. The values calculated for the total reaction cross section on the basis of the DOM, $\sigma_r^{\text{DOM}}$, agree with the corresponding values estimated in [26] with allowance for the compound-nucleus contribution, $\sigma_r^{\text{exp}}$, within the errors of the estimate. For $E_F = 9.7$ MeV, Fig. 3a displays two computed dependences $\sigma_r^{\text{DOM}}(\theta)/\sigma_R$ at $\beta_F = 9.4$ and $12.2$ MeV. It can be seen that these computed angular distributions are close. The computed total reaction cross sections also differ only slightly from each other. In view of this, it proves impossible to remove the ambiguity in $\beta_F$ by comparing the computed angular dependences $\sigma_r^{\text{DOM}}(\theta)/\sigma_R$ and the computed total reaction cross section with available experimental or estimated values.

The cross section $\sigma_r^{\text{DOM}}(E)$ calculated with the mean parameter values found in this study is displayed in Fig. 5 along with the experimental values from [10], the estimates from [11, 28], and the predictions from [5]. From this figure, it can be seen that the cross sections $\sigma_r^{\text{DOM}}$ as computed within our DOM version comply with the experimental data and with the estimates.

6. BOUND STATES

The mean-field parameters were used to calculate the features of single-particle bound protonic states in the $A = 1$ and $A = 1$ nuclei at $A = 90$.

6.1. Energies of Single-Particle Levels in $^{90}$Zr

The positions (energies) of single-particle bound states in the mean-field potential were calculated by the method of fitting. The Schrödinger equation (2.18) was solved with the potential $V(r, E_F)$ (2.19) computed by using equation (3.8) with the parameters set to the values in (3.1)–(3.6), (3.10), (3.11), and (4.1)–(4.7); this was done at some energy $E_R$ playing the role of a free parameter. In fitting $E_R$, the difference between the
The so-called $E$ mass $\overline{m}(r, E)$ is related to $m^*$ and $m_{\text{HF}}^*$ by the equation

$$\overline{m}(r, E)/m = m^*(r, E)/m_{\text{HF}}^*(r, E) = 1 - \frac{d}{dE}\Delta V(r, E). \quad (6.3)$$

In evaluating quantities characterizing the single-particle motion of nucleons in a nucleus, the effects of non-locality can be taken into account in terms of the wave function [1]

$$\overline{\alpha}_{alj}(r) = C_{alj}P_{alj}(r)u_{alj}(r), \quad (6.4)$$

where

$$P_{alj}(r) = \left[ m_{\text{HF}}^*(r, E_{alj})/m \right]^{1/2} \quad (6.5)$$

is the Perey factor and where the normalization factor $C_{alj}$ is determined from the condition

$$\int_0^\infty \overline{\alpha}_{alj}^2(r)dr = 1. \quad (6.6)$$

The expectation value of the ratio of the total effective proton mass to the free-proton mass was calculated by the formula

$$\langle m_{alj}^*/m \rangle = \int_0^\infty \overline{\alpha}_{alj}^2(r)[m^*(r, E_{alj})/m]dr. \quad (6.7)$$

The $\langle m_{alj}^*/m \rangle$ values as computed by this formula are quoted in Table 2, along with the corresponding results from [5] and the estimates from [30]. The values presented in [30] were obtained by fitting the results of the calculations performed in the spherical approximation with sets of parameters of the effective Skyrme interaction to the measured energies of single-particle proton states. The values of $\langle m_{alj}^*/m \rangle$ from this study proved close to the corresponding values from [5] for all levels, with the exception of the $1s_{1/2}$ one; for this level, our results are in better agreement with the estimates from [30], which comply with our present results and with data from [5] to within 10–15%.

6.3. Root-Mean-Square Radii of Orbits

From an analysis of the spectral functions for the reaction $^{90}\text{Zr}(e, e'p)$, Den Herder et al. [16] determined the root-mean-square radii of single-particle orbits for some states. Below, the predictions of the DOM involving the mean-field potential obtained here will be compared with data from [16].

The root-mean-square radii of single-particle orbits were computed here according to the standard prescri-
The root-mean-square radii calculated with the mean parameters of the potential (2.19) are listed in Table 3, along with the corresponding results from [5] and the experimental and theoretical values of these radii from [16] and [31], respectively. From this table, it can be seen that our results comply with those from [5] to within 1% for high-lying levels and to within 1 to 2% for deep levels; our results also agree with those from [16, 31] to a precision not poorer than 5%.

6.4. Shell Occupation Numbers

For single-particle orbits, the occupation numbers were calculated by the formulas

\[
N_{nlj} = \left[ \int_0^\infty \left( \frac{m_{1\text{H}}^*}{m(r, E_{nlj})} \right)^{-1/2} W(r, E) (E - E_{nlj}) \frac{dE}{(E - E_{nlj})^2} dr \right]^{1/2}
\]  \tag{6.9}

The expressions for \( N_{nlj}^* \) were obtained with the aid of the REDUCE system for analytic calculations [32]. Approximate expressions for \( N_{nlj}^* \) can also be found in [7].

The results of the calculations according to formulas (6.9) and (6.10) are presented in Table 4, along with experimental data from [16], the results from [5], and the theoretical predictions from [33–35]. In the microscopic calculations, Brand et al. [33] used the G-matrix approach allowing for short-range correlations, Kumar and Gunye [34] relied on the Hartree–Fock–Bogolyubov formalism for quadrupole-plus-pair interaction, and Van Neck et al. [35] took into account the coupling single-particle and vibrational degrees of freedom to short-range correlations. The present calculation and that from [5] somewhat underestimate the occupation numbers for the levels from the 2p_{3/2} to the 1s_{1/2} one and overestimate them for particle levels in relation to the theoretical values. We note that our results comply with the theoretical values from [35] to within 5%. We also note that, in [16], the occupation numbers were determined with the aid of the sum rule in the independent-particle model: \( N_{nlj} = S_{nlj}/(2j + 1) \). The spectroscopic factors \( S_{nlj} \) extracted from data on \((e, e'p)\) reactions are dependent on the choice of model. Presently, there are no experimental methods that would make it possible to determine occupation numbers in a model-independent way. The discontinuity \( Z \) between the occupation numbers for particle and hole orbits at \( E = E_F \) is found here to be 0.47 (see Fig. 6). It was 0.53 in [5].
6.5. Spectroscopic Factors of States

The spectroscopic factors for \( nlj \) single-particle states were computed by the formula [1]

\[
S_{nlj} = \int_{0}^{\infty} \tilde{n}_{nlj}^2(r) \left[ m/m(r, E_{nlj}) \right] dr. \tag{6.11}
\]

The \( S_{nlj} \) values obtained in the present study are quoted in Table 5, along with the results of the calculations from [5] and the experimental data from [16, 18–21]. Our predictions are close to those from [5] for all levels, with the exception of the \( 1s_{1/2} \) one. The values \( S_{nlj}^{\text{expt}} \) show a wide scatter and deviate strongly from the calculated values. Among the reasons behind the wide scatter of \( S_{nlj}^{\text{expt}} \), we can indicate the following. Spectroscopic factors extracted from data on one-nucleon-transfer reactions are sensitive to the parameters (in particular, to geometric parameters) of the potential for the proton bound state in a nucleus and to the parameters of the optical potentials for incident and scattered particles. In practice, it is impossible to take into account all transitions in sum rules, since it is difficult to detect weak transitions. Moreover, different definitions for spectroscopic factors extracted from experimental data are used in different studies. Therefore, a comparison of \( S_{nlj}^{\text{theor}} \) and \( S_{nlj}^{\text{expt}} \) should be performed with caution. The spectroscopic factors \( S_{nlj}^{\text{calculated}} \) on the basis of (6.11) are “absolute” ones [1], but there is no experimental information about the absolute spectroscopic factors for the \( p + ^{90}\text{Zr} \) system.

6.6. Spectroscopic Functions and Widths of Levels

For \( nlj \) single-particle states, the spectroscopic functions, which appear to be averaged energy distributions of spectroscopic factors, were calculated by the formula [1]

\[
\zeta_{nlj}(E) = \pi^{-1} \frac{S_{nlj} \langle W_{nlj}(E) \rangle / \langle m_{nlj}^*/m \rangle}{(E - E_{nlj})^2 + \left[ \langle W_{nlj}(E) \rangle / \langle m_{nlj}^*/m \rangle \right]^2}, \tag{6.12}
\]

where

\[
\langle W_{nlj}(E) \rangle = \int_{0}^{\infty} \tilde{n}_{nlj}^2(r) W_{nlj}(r, E) dr. \tag{6.13}
\]

For the \( 1f_{7/2}, 1d_{3/2} + 1d_{5/2}, \) and \( 2s_{1/2} \) states, the spectral functions calculated with the aid of (6.12) are shown in Fig. 7, along with the corresponding results from [5] and experimental data from [16].

The full spread widths at half maximum, \( \Gamma_{nlj} \), of \( nlj \) single-particle states were calculated by the formula

\[
\Gamma_{nlj} = 2 \langle W_{nlj}(E_{nlj}) \rangle / \langle m_{nlj}^*/m \rangle. \tag{6.14}
\]

Table 6 presents the results of these calculations and the corresponding experimental data from [12, 16] for deep hole levels in \(^{90}\text{Zr} \). We can see that the \( \Gamma_{nlj} \) values calculated in the present study for the \( 1f_{7/2}, 1p_{1/2}, 1p_{3/2}, \) and \( 1s_{1/2} \) states comply well with experimental data deter-

---

Table 4. Occupation numbers \( N_{nlj} \) for single-particle proton orbits in \(^{90}\text{Zr} \)

<table>
<thead>
<tr>
<th>( nlj )</th>
<th>( N_{nlj} ) Results of the calculation</th>
<th>( N_{nlj} ) Experimental data [16]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>our study [5] [33] [34] [35]</td>
<td>our study [5] [33] [34] [35]</td>
</tr>
<tr>
<td>( 2d_{5/2} )</td>
<td>0.134 0.131 0.054 0.02</td>
<td>0.04 0.02</td>
</tr>
<tr>
<td>( 1g_{7/2} )</td>
<td>0.251 0.210 0.08 0.19</td>
<td>0.04 0.02</td>
</tr>
<tr>
<td>( 1g_{9/2} )</td>
<td>0.768 0.790 0.86 0.65</td>
<td>0.76 0.36</td>
</tr>
<tr>
<td>( 2p_{1/2} )</td>
<td>0.794 0.813 0.88 0.77</td>
<td>0.56 0.60</td>
</tr>
<tr>
<td>( 2p_{3/2} )</td>
<td>0.779 0.804 0.90 0.86</td>
<td>0.60 0.68</td>
</tr>
<tr>
<td>( 1f_{5/2} )</td>
<td>0.830 0.845 0.93 0.97</td>
<td>0.80 0.68</td>
</tr>
<tr>
<td>( 1f_{7/2} )</td>
<td>0.873 0.880 0.96 0.84</td>
<td>0.84 0.71*</td>
</tr>
</tbody>
</table>

* Mean value for the \( 1d \) orbits.
mined for the first time in [12]. The calculated widths $\Gamma_{nlj}$ of the $2s_{1/2}$, $1d_{3/2}$, and $1d_{5/2}$ states are greater than the corresponding experimental values from [12] by nearly 50%, but they agree well with data on ($e, e'p$) [16]. On the basis of this comparison, we conclude that the degrees of fragmentation of deep hole states can be reliably predicted on the basis of the DOM.

## 7. COMPARISON OF THE MEAN-FIELD PARAMETERS FOR THE $p + ^{90}$Zr SYSTEM

It is of interest to compare the mean-field parameters for the $p + ^{90}$Zr system that were obtained here and in [5] with the corresponding parameters for the $p + ^{40}$Ca, $^{208}$Pb systems from [7, 36]. For all of these systems, the values of the parameters $r_{HF}$ and $\alpha_{HF}$ are displayed in Table 7.

Table 5. Spectroscopic factors $S_{nlj}$ for single-particle proton orbits in $^{90}$Zr

<table>
<thead>
<tr>
<th>$nlj$</th>
<th>Results of the calculation</th>
<th>Experimental data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>our study</td>
<td>[5]</td>
</tr>
<tr>
<td>$2d_{5/2}$</td>
<td>0.670</td>
<td>0.682</td>
</tr>
<tr>
<td>$1g_{7/2}$</td>
<td>0.627</td>
<td>0.666</td>
</tr>
<tr>
<td>$1g_{9/2}$</td>
<td>0.665</td>
<td>0.680</td>
</tr>
<tr>
<td>$2p_{1/2}$</td>
<td>0.649</td>
<td>0.660</td>
</tr>
<tr>
<td>$1f_{5/2}$</td>
<td>0.622</td>
<td>0.665</td>
</tr>
<tr>
<td>$1f_{7/2}$</td>
<td>0.637</td>
<td>0.670</td>
</tr>
<tr>
<td>$2s_{1/2}$</td>
<td>1.070</td>
<td>0.959</td>
</tr>
<tr>
<td>$1d_{3/2}$</td>
<td>0.989</td>
<td>0.896</td>
</tr>
<tr>
<td>$1d_{5/2}$</td>
<td>0.939</td>
<td>0.876</td>
</tr>
<tr>
<td>$1p_{1/2}$</td>
<td>0.811</td>
<td>0.833</td>
</tr>
<tr>
<td>$1p_{3/2}$</td>
<td>0.824</td>
<td>0.870</td>
</tr>
<tr>
<td>$1s_{1/2}$</td>
<td>0.880</td>
<td>1.114</td>
</tr>
</tbody>
</table>

* Mean value for the $1d$ orbits.

Although the parameters in the dependence $V_{HF}(E)$ [$V_{HF}^1(E_F), V_{HF}^2(E_F)$, and $\lambda$] take different values in this study and in [5], the corresponding volume integrals agree to within 3%. The values of $r_{HF}$ as determined here and in [5] agree to the same degree of precision, whereas the values of $\alpha_{HF}$ differ by more than 10%. The mean geometric parameters of the Hartree–Fock component that were evaluated in the present study are close to the geometric parameters of the real part of the conventional-optical-model potential for the $p + ^{90}$Zr system ($r_V = 1.23$ fm, $a_V = 0.68$ fm) [37].

It should be noted that the total reaction cross sections calculated with the mean parameters from [5], $\sigma_{HF}^{DOM}(E_k)$, are larger than $\sigma_{HF}^{DOM}(E_k)$, as computed with the mean parameters from the present study. The values $\sigma_{HF}^{DOM}(E_k)$, as computed with the mean parameters from the present study, comply with the corresponding estimates from [11, 28] to within 3%.
be in agreement, and it was established in [23] that this is indeed the case. In the CH-89 systematization of global parameters [9], a unified value of $a_R = 0.69 \pm 0.006$ fm of the diffuseness of the real potential was established for all $40 \leq A \leq 208$ nuclei. We can thus see that it is close to the value of $a_{HF} = 0.68 \pm 0.02$ fm found in the present study.

8. CONCLUSIONS

(i) We have analyzed data on proton scattering by $^{90}$Zr nuclei and data on the energies of protonic particle and hole states in the $A + 1$ and $A - 1$ ( $A = 90$ ) systems. This analysis was performed within the dispersive optical-model version proposed in [8]. In order to determine the average parameters of the mean-field potential, we have used the geometric parameters of the imaginary potential from the CH-89 and CH-89* systematizations (see [9] and [11], respectively). In a free determination of the remaining three parameters of the Hartree–Fock component, this has made it possible to reduce considerably the ambiguity in evaluating the mean-field parameters and to achieve agreement between the calculated and measured differential cross sections for elastic scattering, polarizations, total reaction cross sections, and positions of single-particle levels to a precision better than 5%. The predictions that we have obtained here for single-particle properties of bound states agree with the results presented by Wang et al. [5], who deduced the parameters of the mean field by averaging the individual parameters for the $p + ^{90}$Zr system.

That the results of our calculations comply well with experimental data both for $E > 0$ and for $E < 0$ gives sufficient grounds for using the proposed dispersive optical-model version to deduce information about the average parameters of the Hartree–Fock component of the mean-field potential for $40 < A < 208$ nuclei in the energy range $-60$ MeV $< E < +65$ MeV.

(ii) An analysis of $(p, 2p)$ data on the positions (energies) of hole levels in $^{90}$Zr has revealed that the Hartree–Fock component of the mean-field potential, $V_{HF}(E)$, is a linear function of energy in the range $-60$ MeV $< E < E_F$.

(iii) The method proposed in [8] for determining the parameters of the proton mean field has enabled us to predict the features of single-particle proton states in the $A + 1$ and $A - 1$ systems ($A = 90$) down to deep ones. The predicted features of proton states in $^{90}$Zr are in good agreement with currently available experimental information.
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**Table 6.** Total widths $\Gamma_{nlj}$ (in MeV) of single-particle proton levels in $^{90}$Zr

<table>
<thead>
<tr>
<th>$nlj$</th>
<th>Results of our calculation</th>
<th>Experimental data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>[12]</td>
</tr>
<tr>
<td>$1f_{7/2}$</td>
<td>1.91 2.03(0.89)</td>
<td>6.7(1)</td>
</tr>
<tr>
<td>$2s_{1/2}$</td>
<td>10.59 3.65(0.63)</td>
<td>10(1)</td>
</tr>
<tr>
<td>$1d_{5/2}$</td>
<td>9.79 4.46(0.79)</td>
<td>7(2)</td>
</tr>
<tr>
<td>$1p_{1/2}$</td>
<td>12.18 7.57(0.76)</td>
<td>13</td>
</tr>
<tr>
<td>$1p_{3/2}$</td>
<td>10.65 9.18(0.88)</td>
<td></td>
</tr>
<tr>
<td>$1s_{1/2}$</td>
<td>12.04 15.55(0.95)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>17.94 18.78(1.0)</td>
<td></td>
</tr>
</tbody>
</table>

**Table 7.** Parameters $r_{HF}$ and $a_{HF}$ of the Hartree–Fock component of the mean field

<table>
<thead>
<tr>
<th>Nucleus</th>
<th>$r_{HF}$, fm</th>
<th>$a_{HF}$, fm</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{40}$Ca</td>
<td>1.20</td>
<td>0.73</td>
<td>[36]</td>
</tr>
<tr>
<td>$^{90}$Zr</td>
<td>1.227</td>
<td>0.76</td>
<td>[5]</td>
</tr>
<tr>
<td>$^{90}$Zr</td>
<td>1.24 ± 0.04</td>
<td>0.68 ± 0.02</td>
<td>Our study</td>
</tr>
<tr>
<td>$^{208}$Pb</td>
<td>1.225</td>
<td>0.71</td>
<td>[7]</td>
</tr>
</tbody>
</table>

A detailed analysis of $\sigma^{\exp}(-\theta)$ and $\sigma^{\text{est}}(E_s)$ for the energy range $6.35 \text{ MeV} \leq E \leq 16 \text{ MeV}$ was performed in [25]. Processes leading to compound-nucleus formation and to the excitation of isobaric analogous resonances were taken into account there at low energies. All the parameters of the dispersive optical potential, with the exception of $r_{HF}$, $a_{HF}$, $r_p$, and $a_p$, were fixed in accordance with [5]. In varying these four parameters, the volume integral $J_{HF}^M(E)$ was required to be fixed at the values corresponding to the parametrization from [5]. The parameter values were tabulated in [25], and graphs illustrating the qualities of relevant fits were also presented there. The values averaged over the sets $r_{HF}(E)$ and $a_{HF}(E)$ proved to be $r_{HF} = 1.26 \pm 0.02$ fm and $a_{HF} = 0.65 \pm 0.04$ fm; that is, they are consistent with the results obtained here.

The results of Mahaux and Sartor [6], who used the variational moment approach to determine the mean parameters of the Hartree–Fock potential for the $p + ^{40}$Ca system, also agree with the value of $a_{HF}$ from the present study. It should be recalled that, in the variational moment approach, the parameter $a_{HF}$ is a priori introduced as the mean value of the diffuseness of a real conventional-optical-model potential and that the parameter $r_{HF}$ and the dependence $V_{HF}(E)$ are obtained on the basis of a variational procedure (see [6]). Within the variational moment approach, the correctness of a determination of $a_{HF}$ is tested by requiring that the calculated and measured values of $E_{nlj}$, $\sigma(-\theta)$, $P(\theta)$, and $\sigma$,
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Abstract—The effect of a parametrization of the temperature dependence of radiative strength functions for electric dipole transitions on the cross sections for isomer excitation in \((n, \gamma), (n, 2n), (n, p), (n, \alpha), (\gamma, \gamma'), (\gamma, n), (\gamma, p), \) and \((\gamma, 2n)\) reactions is investigated. It is shown that the agreement of the results of calculations with the observed isomeric cross sections can be considerably improved by using the proposed method. © 2000 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

Investigation of mechanisms that populate isomeric levels in nuclear reactions is of great topical interest in nuclear physics, since this makes it possible to obtain answers to some important questions concerning the structure of nuclei and the ways of isomer deexcitation and to refine methods for calculating theoretically the features of nuclear reactions. An accumulation of a vast body of experimental data on the cross sections for the production of nuclei in specific states provides a testing ground for new theoretical approaches that extends over wide ranges of excitation energies and target mass numbers.

According to [1], isomeric states are populated predominantly via a cascade deexcitation of a nucleus excited in some reaction and via a direct population of an isomeric level upon the emission of primary particles or photons. These mechanisms, which saturate, respectively, 80–90 and 10–20% of relevant cross section, are operative even in reactions where nonstatistical effects dominate the formation of the total reaction cross section. Although being different in some details, current theoretical methods for calculating isomeric cross sections all employ two functionals to evaluate the population probability for a specific nuclear state, the level density in a nucleus and radiative strength functions. Most often, physicists involved in relevant investigations attribute discrepancies between the results of calculations and experimental cross-section values to uncertainties in the spin-dependence of the level density, assuming that radiative strength functions have a less pronounced effect on the results of the calculations in question and that they have been determined to a higher precision than the level density of nuclei with high angular momenta, which is based on theoretical predictions alone. By analyzing experimental data on the spectra of photons from the deexcitation of nuclei formed in neutron-induced reactions, it was shown, however, [2] that it is necessary to refine methods for calculating radiative strength functions. The method for calculating \(E1\) radiative strength functions \(f_{E1}(E_\gamma, T)\) that takes into account quasiparticle fragmentation and which was proposed by Kadmensky, Markushin, and Furman [3] (KMF method) can be modified by introducing a parametrization of \(f_{E1}(E_\gamma, T)\) in such a way as to describe the features of the observed radiative transitions between discrete levels. It turned out that, when the temperature of the residual nucleus, \(T = \text{const}\), is used as an adjustable parameter, which has the same value for all excitation energies (KMF method of constant temperature, quoted in the following as KMF–CT), the upper limit on the experimental values of radiative strength functions is reproduced satisfactorily for photon energies \(E_\gamma \leq 3\) MeV.

Among the models that were invoked to calculate relevant cross sections, we would like to mention the statistical model of nuclear reactions that takes into account the laws of total-angular-momentum and parity conservation, the cascade–evaporation model of the decay of an excited nucleus [4], and the generalized superfluid model [5] (it is used to calculate the level density together with parameters appearing in it). Typical examples illustrating changes exhibited by the photon spectra in response to modifications in the method for calculating \(f_{E1}\) are given in Fig. 1. For all four isotopes of tungsten, the use of the KMF–CT method improves considerably the agreement with the experimental spectra of photons [6], a result that can hardly be achieved within the other methods. By way of example, we indicate that a reduction of the slope of the computed spectrum as great as is needed for this would require changing the level-density parameters by 10–20%, but this is incompatible with available data on the density of neutron resonances. By using strength functions as determined on the basis of the KMF–CT method, the agreement with experimental data was improved for a wide range of target nuclei in \((n, \gamma)\) and
TEMPERATURE DEPENDENCE OF RADIATIVE STRENGTH FUNCTIONS

415

Fig. 1. Spectra of photons from the \((n, \gamma)\) reactions on tungsten isotopes \(182, 183, 184, 186 \text{W}\) at \(E_n = 0.5 \text{ MeV}\): (histogram) experimental data from [6], (dashed curves) results of the calculations employing \(E1\) strength functions as determined on the basis of the KMF method, and (solid curves) results of the calculations employing \(E1\) strength functions as determined on the basis of the KMF–CT method \((T = 0.1 \text{ MeV})\).

\((n, n'\gamma)\) reactions and for a wide range of incident-neutron energies \((10 \text{ keV}–14 \text{ MeV})\). The results of the calculations of the isomeric ratios for radiative thermal-neutron capture were also improved radically in this way [2].

The present article reports on a continuation of a series of studies devoted to developing theoretical methods for calculating isomeric ratios [1, 2]. It is aimed at further verifying the applicability of the KMF–CT method via an analysis of isomeric cross sections for neutron-induced and photonuclear reactions.

2. NEUTRON-INDUCED REACTIONS

In radiative thermal-neutron capture, isomeric ratios may undergo giant variations whose scale amounts to ten orders of magnitude. In view of this, the most serious difficulties arise in interpreting these observable isomeric cross sections. Agreement between the measured and calculated values within a factor of 2 would be a great success, but this has not yet been achieved [1]. In an attempt at improving the agreement between theoretical and experimental results, it therefore seems natural to use the KMF–CT method in calculating, above all, isomeric ratios \(r = \sigma_m/\sigma_g\) for \((n, \gamma)\) reactions induced by thermal neutrons. A display of the general situation is given in Fig. 2, which shows, along with experimental data from [7] and theoretical results from [1], results obtained with the strength functions calculated by the KMF–CT method \((T = 0.1 \text{ MeV})\) for 89 isomeric states of nuclei from \(24 \text{Na}\) to \(210 \text{Bi}\). Perfect agreement has not yet been reached, but the calculated values have a clear tendency to change in the desired direction. Indeed, some points moved along the abscissa toward the bisectrix corresponding to the coincidence of the calculated and experimental values. Figure 2 shows neither data on the reaction \(189 \text{Os}(n, \gamma)^{190} \text{Os}^{m}(10^+)\)—here, the measured isomeric-ratio value is \(10^{-5}\), while the corresponding values calculated on the basis of the KMF and KMF–CT methods are \(8 \times 10^{-7}\) and \(6 \times 10^{-6}\), respectively—nor data on the reaction \(177\text{Hf}(n, \gamma)^{178}\text{Hf}^{m1}(16^+)\), which were discussed in [2]. It is for these two isomers, which are characterized by high spin values, that the experimental isomeric-ratio values can be reproduced with no reasonable variations in the spin dependence of the level density.

Of course, the partial cross sections for \((n, p)\) and \((n, \alpha)\) reactions leading to the formation of nuclei in
ground and isomeric states are less sensitive to modifications in the method for calculating radiative strength functions. This is because, in such reactions, the formation of a compound nucleus by neutrons having a broad spectrum of orbital angular momenta is accompanied by a substantial averaging of the features of the isomer population over the total angular momentum. The same occurs when the residual nucleus is populated by emitted particles having broad energy spectra and, hence, broad angular-momentum spectra. This explains isomeric-ratio values, which lie, as a rule, in the interval 0.1–1.0, and a weak sensitivity of the results to some parameter or functional of the model. Nonetheless, modifications in the method for calculating radiative strength functions affect the results of the calculations for isomeric cross sections. As a rule, the modified results are in better agreement with experimental data (see Figs. 3 and 4). Errors indicated in Figs. 3 and 4 are not experimental uncertainties proper; in fact, they represent the scatter of cross-section values quoted by different authors. The present comparison was performed not only for neutron energies $E_n$ between 14 and 15 MeV but also for other energy values from the region $E_n < 20$ MeV scanned with a step of 1 MeV. Thus, each point in Figs. 3 and 4 represents a comparison of the calculated and experimental partial cross sections for neutrons with energies from $E_{n1}$ to $E_{n2}$ for a reaction resulting in the formation of a given residual nucleus. Of course, the statistical significance and the meaning of different points are different, but I think that this way of comparison is the most appropriate one for qualitatively representing the situation for a given reaction over the entire interval of energy.

For testing the method being discussed, $(n, 2n)$ reactions are less suitable, but representative examples can be found in this case as well. Quoted below are typical cases of desirable and undesirable changes in the calculated cross sections. An example where the modification to the method for calculating the $E1$ radiative strength function leads to a change improving the agreement between the theoretical and experimental values of the isomeric ratio is given in Fig. 5, while some examples where there are no such changes—although they are expected for the reactions $^{115}$In$(n, 2n)$ and $^{87}$Rb$(n, 2n)$—are illustrated in Fig. 6.
Fig. 4. As in Fig. 3, but for $(n, \alpha)$ reactions. The notation for the points is identical to that in Fig. 2.

Fig. 5. Ratios of the isomeric cross sections ($\sigma_m/\sigma_g$) for the $(n, 2n)$ reactions on $^{82}\text{Se}$ and $^{74}\text{Se}$ nuclei as functions of the incident-neutron energy. Points represent experimental data from [8, 9]. The notation for the curves is identical to that in Fig. 1.

Fig. 6. As in Fig. 5, but for $^{92}\text{Mo}$, $^{87}\text{Rb}$, and $^{115}\text{In}$ target nuclei. Points represent experimental data from [8–10]. The notation for the curves is identical to that in Fig. 1.
nucleus via radiative and radiation-free transitions has been simulated correctly. The method for mixing the states of the decaying nucleus that belong to bands having different values of the projection $K$ of the total angular momentum on the symmetry axis (selection rules in $K$) may be an additional source of errors in the model used. It is well known that transitions between such states are characterized by the forbiddenness degree dependent on the difference $\Delta K = K_1 - K_2$, but it is very difficult to take into account these selection rules in practical calculations. At this stage of our analysis of data on photonuclear reactions, we will therefore ignore the selection rules in $K$ (that is, we assume perfect mixing of states) and try to find out whether it is necessary to take them into account in describing the observed isomeric cross sections, especially in reactions of inelastic photon scattering. In part, the answer to this question was given in [2], where agreement with experimental data on the cross sections for the reactions $^{167}$Er$(\gamma, \gamma')^{167}$Er$^m$ and $^{179}$Hf$(\gamma, \gamma')^{179}$Hf$^m$ was achieved without taking into account selection rules in $K$. Data that are presented in Fig. 7 and which show that agreement with experimental data from [12] is achieved by modifying the method for calculating the strength function $f_E^1$ provide further evidence in favor of strong mixing of bands with different $K$ values. It is obvious that, had the selection rules that forbid transitions between bands with different $K$ values been introduced in the computational scheme, the calculated isomeric cross sections would be reduced considerably because isomers having high $K$ values and appearing to be levels on which the corresponding bands are built (bandheads) are populated via a large number of successive gamma transitions between the states of various bands. Thus, we confirmed the qualitative conclusion of Ognessian and Karamian [13] that the states in question are strongly mixed. That agreement with isomeric cross sections of so small a magnitude ($10^{-9}-10^{-11}$ b) was achieved is a merit of the method for evaluating $E1$ strength functions that is tested here.

In establishing the mechanism of isomer population, it is always hazardous to rely on an analysis of only one reaction—for example, $^{180}$Hf$(\gamma, \gamma')^{180}$Hf$^m$—because the model parameters can be strongly biased in this specific case. The model itself then loses its original meaning, and the mechanism underlying it is in fact not tested via a comparison with measured cross sections. A consistent description of the population of the same isomer in two or more reactions [say, $^{180}$Os$^m$(10$^{-10}$) in the $(n, \gamma)$ and $(\gamma, \gamma')$ reactions] is free from this flaw and is more reliable from the viewpoint of testing theoretical methods.

We continue our consistent analysis by considering one more example, the excitation of the $^{89}$Zr$^m$(1/2$^-$) isomer in the $(\gamma, n)$ and $(n, 2n)$ reactions (Fig. 8). For the first reaction, the results of the calculations with the conventional KMF strength function deviate strongly from experimental data, but the above change in the method for calculating $f_E^1$ leads to quite reasonable
agreement. Improving the agreement for the \((\gamma, n)\) reaction, the use of the radiative strength functions calculated by the KMF–PT method does not spoil it for the \((n, 2n)\) reaction.

The proposed method is not universal—in particular, it does not of course supersede the conventional method for describing the isomeric cross sections and yields by varying the spin-cutoff parameter of the level density, \(\sigma^2\). For example, it was shown in [1] that a consistent description of the isomeric ratios for \(^{152}\text{Eu}^m\)\((8^-)\) from \((n, \gamma)\) and \((n, 2n)\) reactions can be obtained by reducing \(\sigma^2\) in relation to its value corresponding to the rigid-body value of the moment of inertia of the nucleus, \(\sigma_{\text{rigid}}^2\). This method is additionally validated by the data in Fig. 9, where the experimentally determined ratio \(Y_m/Y_g\) of the yields from the reactions \(^{151}\text{Eu}(\gamma, n)\) and \(^{153}\text{Eu}(\gamma, n)\) \cite{15} are reproduced precisely upon changing \(\sigma^2\). That changing this parameter is a viable procedure is further evinced by the data in Fig. 10, where we can see that the modification to the method for calculating radiative strength functions affects the results only slightly, but that the reduction of \(\sigma^2\) leads to satisfactory agreement with experimental data \cite{16}.

The modification to the method for calculating \(E1\) strength functions has virtually no effect on the results of the calculations for isomeric cross sections in Fig. 10 because the differ-
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Fig. 8. Ratios of the isomeric cross sections \(\left(\frac{\sigma_m}{\sigma_g}\right)\) for the \((\gamma, n)\) and \((n, 2n)\) reactions leading to the population of the isomeric pair of the \(^{100}\text{Zr}\) nucleus as functions of primary energy \(E_p\) for \((\gamma, n)\) and \(E_g\) for \((n, 2n)\). Points represent experimental data from [9, 14]. The notation for the curves is identical to that in Fig. 1.

Fig. 9. Ratios of the isomeric yields from the \((\gamma, n)\) reactions on \(^{151}\text{Eu}\) and \(^{153}\text{Eu}\) (in the middle for \(\frac{\sigma_m}{\sigma_g}\) and at the bottom for \(\frac{\sigma_m}{\sigma_g}\) target nuclei: (points) experimental data from [15], (dashed curves) results of the calculations with \(\sigma^2 = \sigma_{\text{rigid}}^2\), and (solid curves) results of the calculations with \(\sigma^2 = \sigma_{\text{rigid}}^2/2\).

Fig. 10. Excitation functions for the reactions (at the top) \(^{191}\text{Ir}(\gamma, \gamma')^{191}\text{Ir}^m\) and (at the bottom) \(^{197}\text{Au}(\gamma, \gamma')^{197}\text{Au}^m\): (points) experimental data from [16], (dashed curves) results of the calculations with \(\sigma^2 = \sigma_{\text{rigid}}^2\), and (solid curves) results of the calculations with \(\sigma^2 = \sigma_{\text{rigid}}^2/3\).
ence of the spins between the ground and isomeric levels of the $^{191}$Ir and $^{197}$Au nuclei is moderately small (see Table 1). For this reason, it does not seem reasonable to introduce the above selection rules in $K$.

A theoretical analysis of the isomeric cross sections for $(\gamma, p)$ reactions is complicated by nonstatistical effects and by proton emission. At the same time, it can be hoped that selection rules in $K$ for transitions in the residual nucleus are less important for these reactions, as well as for all other reactions featuring particle emission, than for photon scattering. That a satisfactory description of the isomeric ratios for the reaction $^{181}$Ta$(\gamma, p)^{180}$Hf$^m$ was obtained and that good agreement with experimental data was achieved for the reaction $^{179}$Hf$(\gamma, p)^{178}$Lu$^m$ (see Fig. 11) support this assumption.

As can be seen from Figs. 7–11, our theoretical model faithfully reproduces the energy dependence of the isomeric cross sections for photonuclear reactions; therefore, an analysis of data from [11], which were obtained for one value of the photon energy, the endpoint energy of the spectrum, seems quite informative. These data make it possible to study further the effect of the spin characteristics of nuclei on the mechanism responsible for the excitation of partial levels of residual nuclei. For some reactions, the measured and computed yields of the isomeric and ground states are quoted in Table 2, which shows that the use of the KMF–CT method improves, by and large, the agreement with experimental data. There remain, however, glaring discrepancies for four reactions. It seems strange that, despite a good description of the isomeric cross section for the reaction $^{180}$Hf$(\gamma, \gamma')^{179}$Hf$^m$ (see Fig. 7a), the corresponding values $(Y_m/Y_g)^{\text{expt}}$ and $(Y_m/Y_g)^{\text{calc}}$ differ by nearly two orders of magnitude. Hence, the calculated value of the cross section for the population of the ground state is strongly overestimated. In all probability, the cross section $\sigma_g$ for the reaction
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**Fig. 11.** Ratio of the yields of the isomeric state $^{179}$Hf$^m$(9−) and the ground state $^{178}$Lu$(1^+)$ from the reaction $^{181}$Ta$(\gamma, p)^{179}$Hf$^m$ and ratio of the yields of the isomeric state $^{180}$Hf$(\gamma, p)$ and the ground state $^{179}$Hf$(0^+)$ from the reaction $^{181}$Ta$(\gamma, p)$. Points represent experimental data from [11]. The notation for the curves is identical to that in Fig. 1.

**Table 1.** Features of ground and isomeric levels populated in the reactions analyzed in the present article

<table>
<thead>
<tr>
<th>Reaction</th>
<th>$J_t^g$</th>
<th>$J_g^g$</th>
<th>$J_m^g$</th>
<th>Reaction</th>
<th>$J_t^m$</th>
<th>$J_g^m$</th>
<th>$J_m^m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{82}$Se$(n, 2n)^{84}$Se$^m$</td>
<td>0$^+$</td>
<td>1/2$^+$</td>
<td>7/2$^+$</td>
<td>$^{151}$Eu$(\gamma, n)^{152}$Eu$^m$</td>
<td>5/2$^+$</td>
<td>5$^-$</td>
<td>0$^-$</td>
</tr>
<tr>
<td>$^{82}$Se$(n, 2n)^{84}$Se$^m$</td>
<td>0$^+$</td>
<td>9/2$^+$</td>
<td>3/2$^+$</td>
<td>$^{153}$Eu$(\gamma, n)^{152}$Eu$^{m,2}$</td>
<td>5/2$^+$</td>
<td>3$^-$</td>
<td>0$^-$</td>
</tr>
<tr>
<td>$^{115}$In$(n, n)^{114}$In$^m$</td>
<td>9/2$^+$</td>
<td>1$^+$</td>
<td>5$^+$</td>
<td>$^{190}$Os$(\gamma, \gamma')^{189}$Os$^m$</td>
<td>0$^+$</td>
<td>0$^+$</td>
<td>10$^-$</td>
</tr>
<tr>
<td>$^{87}$Rb$(n, 2n)^{89}$Rb$^m$</td>
<td>3/2$^-$</td>
<td>2$^-$</td>
<td>6$^-$</td>
<td>$^{191}$Ir$(\gamma, \gamma')^{191}$Ir$^m$</td>
<td>3/2$^+$</td>
<td>3/2$^+$</td>
<td>11/2$^-$</td>
</tr>
<tr>
<td>$^{92}$Mo$(n, 2n)^{91}$Mo$^m$</td>
<td>0$^+$</td>
<td>9/2$^+$</td>
<td>1/2$^-$</td>
<td>$^{197}$Au$(\gamma, \gamma')^{197}$Au$^m$</td>
<td>3/2$^+$</td>
<td>3/2$^+$</td>
<td>11/2$^-$</td>
</tr>
<tr>
<td>$^{90}$Zr$(\gamma, n)^{89}$Zr$^m$</td>
<td>0$^+$</td>
<td>9/2$^+$</td>
<td>1/2$^-$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 2.** Ratio of the yields of isomeric and ground states ($Y_m/Y_g$) from photonuclear reactions on Ta and Hf isotopes

<table>
<thead>
<tr>
<th>Reaction</th>
<th>$J_t^g$</th>
<th>$J_g^g$</th>
<th>$J_m^g$</th>
<th>$(Y_m/Y_g)^{\text{expt}}$</th>
<th>$(Y_m/Y_g)^{\text{calc}1}$</th>
<th>$(Y_m/Y_g)^{\text{calc}2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{180}$Hf$(\gamma, \gamma')^{180}$Hf$^m$</td>
<td>0$^+$</td>
<td>0$^+$</td>
<td>8$^-$</td>
<td>0.0029</td>
<td>2 $\times$ 10$^{-6}$</td>
<td>3 $\times$ 10$^{-5}$</td>
</tr>
<tr>
<td>$^{180}$Ta$^{(\gamma, n)}^{179}$Ta$^m$</td>
<td>9$^-$</td>
<td>1$^+$</td>
<td>7$^-$</td>
<td>0.09</td>
<td>0.045</td>
<td>0.045</td>
</tr>
<tr>
<td>$^{180}$Ta$^{(\gamma, p)}^{179}$Hf$^{m,2}$</td>
<td>9/2$^+$</td>
<td>9/2$^+$</td>
<td>25/2$^-$</td>
<td>0.0014</td>
<td>2 $\times$ 10$^{-6}$</td>
<td>7 $\times$ 10$^{-6}$</td>
</tr>
<tr>
<td>$^{179}$Hf$(\gamma, p)^{178}$Hf$^m$</td>
<td>0$^+$</td>
<td>7/2$^-$</td>
<td>23/2$^-$</td>
<td>&lt;0.005</td>
<td>9 $\times$ 10$^{-7}$</td>
<td>2 $\times$ 10$^{-6}$</td>
</tr>
<tr>
<td>$^{178}$Hf$^{(\gamma, n)}^{177}$Hf$^{m,2}$</td>
<td>16$^+$</td>
<td>7/2$^-$</td>
<td>37/2$^-$</td>
<td>0.12</td>
<td>0.19</td>
<td>0.19</td>
</tr>
</tbody>
</table>

Note: The experimental data quoted in this table were borrowed from [11]; the calculations were performed with the radiative strength functions as determined on the basis of the (calc1) KMF and (calc2) KMF–CT methods. Presented in the table are the spin–parities $J_t$, $J_g$, and $J_m$ of the target nuclei, ground states of residual nuclei, and isomeric states of residual nuclei, respectively.
$^{179}\text{Hf}(\gamma, \gamma')^{179}\text{Hf}^{m2}$ is also overestimated, since the isomeric cross section for $^{179}\text{Hf}(\gamma, \gamma')^{179}\text{Hf}^{m}$ is reproduced quite reasonably [2]. Following the same line of reasoning, we can assume that the calculated cross sections for the population of states whose spins are close to the spin $J_{s}$ of the ground state of the target nucleus [this is $\sigma_{m}$ for $^{180}\text{Ta}(\gamma, 2n)^{178}\text{Ta}^{m}$ and $\sigma_{s}$ for $^{178}\text{Hf}(\gamma, p)^{177}\text{Lu}^{m}$] exceed the corresponding experimental values. This overestimation can be explained by the existence of a potential barrier affecting transitions between states having different $K$ values are mixed freely, but below which selection rules in $K$ are operative. Indeed, a high-spin state is populated through a cascade of a large number of low-energy transitions; hence, these transitions proceed between highly excited levels—that is, they are unaffected by selection rules in $K$. States whose spins are close to $J_{s}$ are populated with the highest probability via one or two high-energy transitions, and these transitions must involve subbarrier levels—that is, they are quenched by selection rules in $K$.

4. CONCLUSION

We have tested the method for calculating radiative strength functions for electric dipole transitions that relies on the particle-fragmentation approach having a sound theoretical basis and on experimental information about transitions between discrete levels; it is referred to as the KMF–CT method.

The results of the calculations have been compared with a vast body of data on the cross sections for neutron- and photon-induced reactions occurring on $A = 90–180$ target nuclei and leading to the population of isomeric levels.

It has been shown that the method that was proposed by the present author with the aim of improving the description of the experimental spectra of photons from neutron-induced reactions and which is based on a specific parametrization of the temperature dependence of the $E1$ strength functions $f_{E1}(E_{\gamma}, T)$ appears to be quite an effective means for removing some significant discrepancies between the experimental and theoretical values of isomeric cross sections. For cases where there are relevant experimental data, a consistent description of the cross sections for isomer population in two reactions has been obtained, which renders the testing of the method more reliable.

A considerable discrepancy (up to two orders of magnitude) between the measured and calculated ratios of the yields of isomeric and ground states was found for four photonuclear reactions leading to the population of high-spin states. Possible reasons behind these discrepancies have been analyzed, and the most probable one has been indicated: it is the presence of a potential barrier affecting transitions between states having different values of the projection of the total angular momentum onto the symmetry axis of the nucleus.
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Abstract—It is shown that the new data on the excitation energy $E_{\text{exc}}$ spectrum of the residual nuclear system in the Σ-hypernuclear region in the reactions $(K^-, \pi^\pm)$ on $^9$Be and in the reaction $(K^-, \pi^\pm)$ on $^4$He and $^{12}$C can be described without assuming the existence of excited Σ-hypernuclear states. The basis is formed by a simultaneous consideration of the quasifree Σ production and Σ-nuclear rescattering (elastic and with $\Sigma \rightarrow \Lambda$ conversion) with allowance for the interference of the respective amplitudes. To answer completely the question on the nature of the irregularities in $E_{\text{exc}}$ spectrum, it is proposed to study the picture corresponding to the so-called moving complex singularity of the triangle graph with Σ rescattering: the position and the width of the peak in $E_{\text{exc}}$ distribution should be appreciably changed with momentum transferred from the initial kaon to the final pion. © 2000 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

New BNL data on $^9$Be$(K^-, \pi^\pm)$ reactions at 600 MeV/c in the Σ-hypernuclear region [1] transformed drastically the status on the problem of the excited states for Σ nuclei. As followed from the former data (see, for instance, review [2]), there were clear indications on the narrow peaks ($\Gamma < 10$ MeV) in the excitation energy spectrum of the residual nuclear systems in the region near Σ-hyperon production. For this reason, the idea about the creation of excited hypernuclear states seemed to be quite attractive. However, after its appearance, the problem of a small hypernuclear width was discussed, since due to $\Sigma N \rightarrow \Lambda N$ conversion in the nuclear matter all estimations lead to the widths exceeding 20–40 MeV [2, 3]. Recent data [see Fig. 1, where circles correspond to $^9$Be$(K^-, \pi^\pm)$ reaction and squares to $^9$Be$(K^-, \pi^\pm)$ one] exclude overly narrow peaks but reveal the structures with the width up to 20 MeV for $(K^-, \pi^-)$ and 30–40 MeV for the case of $(K^-, \pi^+)$ reaction.

Several questions should be cleared up: Do these peaks call for the idea about the existence of Σ hypernuclei or are they caused by the reaction mechanism and, probably, by the near-threshold phenomena? If there is a way to understand the problem without Σ hypernuclei, then how will the natural and doubtless description be made through the simplest mechanisms? Finally, are there crucial tests to clear up the question about the nature of the irregularities in the excitation energy spectrum of Σ-hypernuclear systems? Below, we will try to answer these questions.

* This article was submitted by the authors in English.
** e-mail: dalkarov@sci.lebedev.ru
*** e-mail: kolybasv@sci.lebedev.ru

The first goal of this study is to show that there are the means to describe entirely a set of data on the reaction $^9$Be$(K^-, \pi^-)$ and the reactions $(K^-, \pi^+)$ on $^9$Be, $^{12}$C, and $^4$He nuclei without the idea on the existence of excited Σ-hypernuclear states (see Fig. 2d), but using the Feynman graphs and taking into account the quasifree Σ-hyperon production (Fig. 2a), the elastic rescattering of Σ (Fig. 2b), and final inelastic interaction of Σ hyperon with the $\Sigma \rightarrow \Lambda$ conversion (Fig. 2c). In this approach, the interference of the pole graph of Fig. 2a and the triangle graph of Fig. 2b should be essential. We

---

Fig. 1. The data of [1] on the differential cross sections of the reactions $^9$Be$(K^-, \pi^-)$ (circles) and $^9$Be$(K^-, \pi^+)$ (squares) at small angles at 600 MeV/c. The solid curve is the approximation of the tail of direct Λ production used in Section 3.
will also emphasize some characteristic features of the process \(^9\)Be\((K^-, \pi^+)\) distinguishing it against others.

Another purpose, and apparently the main one, is to advance a theoretical method for final revelation of the nature of the peaks in the excitation energy spectra in order to give a way to distinguish the peaks caused by the existence of \(\Sigma\) hypernuclei from the ones produced by the reaction mechanism. This method is based on the analytical properties of the Feynman graphs. In our case, the singularities of the nonrelativistic triangle graph (see Fig. 2e) are close to the physical region; this leads to the appearance of moving maxima in the excitation energy spectra as a function of the momentum transfer from an initial kaon to final \(\pi\) meson. Note that the extraction of this graph as a unique one is achieved within the experiment if the \(\Lambda\) hyperon, produced by the interaction of virtual \(\Sigma\) hyperon with the intermediate nucleus, is detected. Therefore, a study of the double differential cross sections (with and without \(\Lambda\)-hyperon detection in the final state) for \(A(K, \pi)X\) reactions is an effective test to distinguish the main features of the reaction mechanism.

The theoretical model is described in Section 2. Kinematical relations between various differential cross sections are given, and the detailed properties of the amplitude for the triangle graph are discussed. Section 3 is devoted to the procedure of \(^9\)Be data processing, in particular, to a difference method which was used to extract the contribution of the \((K^-, \pi^+)\) process on the outer weakly bound neutron. The question about the role of relative phase between the amplitudes for pole and triangle graphs (see Figs. 2a, 2b) is also discussed.

The final results for the \((K^-, \pi^+)\) reaction on \(^9\)Be and \((K^-, \pi^+)\) on \(^9\)Be, \(^4\)He, and \(^12\)C nuclei, which are in good agreement with the experimental data, are given in Section 4. We also discuss possible reasons for the sizable difference between the excitation energy spectrum for \(^9\)Be and the same quantities for \(^4\)He and \(^12\)C.

The picture of the moving triangle singularities is discussed in Section 5. We present results of the calculations for the excitation energy spectra for the channels with \(\Sigma \rightarrow \Lambda\) conversion for different momentum transfers from initial kaon to final pion. These results show that the moving peaks in the excitation energy spectra are observable experimentally. For comparison, the excitation energy spectra with a hypernuclear state production (see Fig. 2d) are also calculated. In this case, the position of the peak virtually does not depend on the momentum transfer.

The main results and concluding remarks are given in the Conclusion.

2. THEORETICAL MODEL

We will consider the graphs of Figs. 2a–2c, where the pole graph (Fig. 2a) represents the quasi-free \(\Sigma\)-hyperon production. The triangle graphs correspond to the rescattering of a virtual \(\Sigma\) hyperon on the interme-
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\( \gamma^2 \) is the reduced vertex part [6] and determines the probability of the virtual disintegration \((3)\), and \( \kappa = \sqrt{2m_1m_2} \varepsilon \), \( \varepsilon = m_1 + m_1 - m_2 \). The factor \( M \) is determined by the structure of the triangle graph.

We will also need the differential cross section \( d^2\sigma/d\Omega dq \) for comparison with the experimental data. It can be obtained from \((2)\) in the following manner:

\[
\frac{d^2\sigma}{d\Omega dq} = \frac{WP_zp_z^2}{2\pi E_0 |p_z - E_0| p_x \cos \theta} \frac{d^2\sigma}{dW dq}
\]

where \( \theta \) is the angle between particles \( z \) and \( x \) and \( E_0 \) is the total energy of all particles in the lab system.

We shall henceforth focus our attention on the quantity \( M \) which determines the behavior of differential cross section \((2)\) as function of kinematical variables \((1)\). It is convenient to introduce dimensionless variables [7]

\[
\xi = \frac{m_2}{m_3m_4 + \ldots + m_n} \frac{W - m_1 - m_2}{\varepsilon}, \quad \lambda = \frac{m_1^2}{(m_1 + m_2)^2} \frac{\kappa}{\kappa^2}.
\]

The quantity \( M \) can be expressed through these variables in the form of a double integral in the momentum space

\[
M = \frac{1}{\kappa^2} \int_0^\infty \frac{F_i(\kappa x)^2 dx P_i(z) dz}{[1 + x^2][(x^2 + \lambda - \xi - 2x\sqrt{\kappa z + i\eta})]^2}
\]

with \( x = p/\kappa \). Here, \( F_i(p) \) is the form factor of the vertex \( A 
\rightarrow 1 + 3 \), normalized by the condition \( F_i(\kappa x) = 1 \); \( l \) is the angular momentum of the relative motion of particles 1 and 3 in the nucleus \( A \); and \( P_i \) is the Legendre polynomial.

In practice, it is necessary to use the more general formulas taking into account the realistic nuclear form factor. In such a case, it is more profitable to operate into the coordinate space where \( M \) can be expressed as a single integral [4]

\[
M = \frac{i}{2\pi} \int_0^\infty \frac{\Psi(r) j_\lambda(\sqrt{\kappa r}) \exp(-A\kappa r + iB\kappa r) r dr}{0 + \kappa^2}
\]

Here, \( j_\lambda \) is the spherical Bessel function, and the quantity \( \Psi(r) \) is introduced by the equation

\[
\Psi(r) = 4\pi j_\lambda^2 \int_0^\infty \frac{F_i(p)^2 j_\lambda(pr)p^2 dp}{0 + \kappa^2}
\]

(in the single-particle model it would be proportional to the wave function for the relative motion of the parti-

cles 1 and 3). The quantities \( A \) and \( B \) are specified as

\[
B = \sqrt{\xi}, \quad A = 0 \text{ at } \xi \geq 0,
A = \sqrt{\xi}, \quad B = 0 \text{ at } \xi < 0.
\]

Hereinafter, except Section 5, we will take the amplitude of the lower vertex of Fig. 2e to be constant as we are first of all interested in the effects due to the structure and analytic properties of the graphs. We would like, whenever possible, to gain the results as model-independent ones. As there are no reliable data on sigma-nuclear interactions, we prefer not to rely on the calculations using a \( \Sigma-A \) optical potential. Let us point to the detailed research of \( K^-{^3}\text{He} \) interactions with a variety of the forms for such potential [8]. In particular, it shows an appreciable dependence of the results on the potential parameters.

The amplitude \( M \) of the graph of Fig. 2e has two kinds of singularities in \( W \): (i) normal threshold at \( W = m_1 + m_2 \) and (ii) so-called triangle logarithmic singularity which appears in the complex plane. The position of the triangle singularity is determined by the value of \( q^2 \).

In terms of the variables \( \xi \) and \( \lambda \), the triangle singularity is found as

\[
\xi_\lambda = \lambda - 1 + 2i\sqrt{\lambda}.
\]

If we can approach closely to the position of the triangle singularity point in an experimental investigation, then the amplitude of a triangle graph would seem to be a sharp function. Thus, it is possible to expect that a bump in the \( W \) distribution will appear. The position and width of the bump should be varied with \( q^2 \). We will discuss in Section 5 how this property of a triangle graph can be verified.

3. PROCEDURE

Though the data [1] on the processes

\[
^9\text{Be}(K^-, \pi^+)
\]

and

\[
^9\text{Be}(K^-, \pi^-)
\]

(see Fig. 1) do not exhibit any narrow structures, these data, as we shall see below, contain a lot of physical information and unexpected features (positions of bump maxima, an absence of narrow near-threshold peaks due to channels with \( \Sigma \longrightarrow \Lambda \) conversion, and so on). The channel \((11)\) represents \( \Sigma \) production on the protons of the Be nuclei

\[
K^- p \longrightarrow \pi^- \Sigma^+
\]

and the channel \((12)\) can be realized on the protons

\[
K^- p \longrightarrow \pi^- \Sigma^0
\]
as well as on the neutrons
\[ K^- n \rightarrow \pi^- \Sigma^0. \]  
(15)

At 600 MeV/c, the cross section of the mode (14) is much less than that of the mode (15) [2]. The data for the channels (11) and (12) are quite different. The main reason, evidently, is the very small binding energy (1.67 MeV only) of the outer neutron in \(^9\)Be. So it is useful to isolate the part of the channel (12) cross section which takes place on the outer neutron.

The zero in the excitation energy \( E_{\text{exc}} \) in the channel (11) corresponds to the invariant mass \( W \) of the final state consisting of \( \Sigma^- \) plus the ground state of \(^7\)Li without relative motion, and in the channel (12) it corresponds to \( \Sigma^0 \) plus the ground state of \(^8\)Be. Thus, \( E_{\text{exc}} \geq 0 \) for events with the \( \Sigma \) hyperon in a final state. The left parts of the spectra in Fig. 1, related to \( E_{\text{exc}} < 0 \), can have their origin in the process of \( \Sigma \) production followed by the conversion
\[ \Sigma N \rightarrow \Lambda N, \]  
(16)
as well as (for the channel (12)) in the “tail” of direct \( \Lambda \) production. The estimation of this tail behavior in the model of a quasifree \( \Lambda \) production shows its sharp decrease in the interval of \( E_{\text{exc}} \) from \(-20 \) MeV to zero. It is inconsistent with the data on the channel (12). Therefore, we take the model of a quasifree \( \Lambda \) production followed by its rescattering. It leads to the result shown by the solid curve in Fig. 1 (the normalization of the curve is fixed by the experimental point at \( E_{\text{exc}} = -20 \) MeV). In the following, the corresponding values (the physical background due to the direct \( \Lambda \) production) will be subtracted from the data for channel (12).

The nucleus \(^9\)Be has most probably a cluster structure consisting of the core (\(^8\)Be or two \( \alpha \) particles) and the weakly bound outer neutron. So the reaction (12) can proceed through four protons and four neutrons of the core as well as through an outer neutron. The reaction (11) can proceed only through four core protons. We have simultaneously the data on both channels (11) and (12). This allows us to isolate the partial cross section for channel (12), which is specified by the outer neutron, in assuming that the wave functions of the core neutrons and protons are similar. For this purpose let us note that the sum of the cross sections of the processes (14) and (15) at 600 MeV/c are equal roughly to 90% of the cross section of process (13). Thus, we can believe that the contribution of the core neutrons and protons to the cross section of channel (12) is estimated as 90% of the cross section for channel (11). Then, the expression \( \left( \sigma_2 - 0.9\sigma_1 \right) \) gives the contribution of the outer neutron to the cross section of process (12). Here, \( \sigma_2 \) is the cross section of channel (12) minus the contribution of the tail from the direct \( \Lambda \) production. In the following, we will compare the results of our calculations of process (12) with the result just of this difference procedure (see below the points in Fig. 4a).

In the subsequent calculations, we will use the wave function (form factor) of the outer neutron in \(^9\)Be from the \( n-\alpha-\alpha \) cluster model [9]. The corresponding form factor for the core proton was not calculated in the cluster model of [9]. At the first stage, we will use the \( p \)-wave oscillator wave function with the parameter \( p_0 = 130 \) MeV/c [10]. To estimate the sensitivity of our results to the shape of a wave function, we will also make some calculations with a model \( p \)-wave function of a “quasi-Hulthén” type
\[ \Psi(r) \sim \left( \frac{1}{kr} + \frac{1}{kr^2} \right) \times \left( e^{-kr} - 3e^{-(k+\rho)r} + 3e^{-(k+2\rho)r} - e^{-(k+3\rho)r} \right) \]  
(17)
which has a correct asymptotic behavior for \( r \rightarrow 0 \) and for \( r \rightarrow \infty \). Note at once that it does not alter the results qualitatively.

Let us present at first several intermediate results for the reaction (11) at 600 MeV/c at small angles. Figure 3a shows the real and imaginary parts of the triangle graph for a secondary interaction of the \( \Sigma \) hyperon with the residual nuclear system (Figs. 2b, 2c) as functions of \( E_{\text{exc}} \). As was mentioned earlier, the calculations were carried out with constant amplitude of a secondary interaction in order to clarify, first of all, what results are connected to the structure of the graphs. Figure 3b demonstrates the modulus squared of the triangle graph amplitude. We can see that it has a sharp peak near \( E_{\text{exc}} = 0 \) with the width about 15 MeV. The cross section for the process represented by the graph in Fig. 2b includes the phase-space factor proportional to \( \sqrt{E_{\text{exc}}} \), and it leads to the smoothing and shifting of the peak. This is not so for the process with the conversion (16), and the corresponding peak must also appear in its cross section. Note that the peak of the same origin is well known for the process \( (K^-, \pi^-) \) on the deuteron [11]. The cusp structures are also distinctly seen in the results of calculations of stopped and in-flight \( K^- \) interactions with \(^4\)He [8, 12].

The solid curve of Fig. 3c presents the \( E_{\text{exc}} \) distribution corresponding to the quasifree \( \Sigma \) production (the pole graph of Fig. 2a). The dotted curve shows the same for the triangle graph of Fig. 2b. We see that both the pole graph and the triangle graph separately lead to the bumps with the width 30–40 MeV but with maxima in the region of 10 MeV and it is inconsistent with the experimental data. However, the amplitudes of the graphs of Figs. 2a and 2b interfere with each other. Comparison of the real and imaginary parts of the triangle graph in Fig. 3a indicates that its phase varies quickly with \( E_{\text{exc}} \), and the result of the interference should be nontrivial. The dashed and dash-dotted curves in Fig. 3c are the results of calculations for the sum of the graphs of Figs. 2a and 2b with the relative phase equal to 0.4\( \pi \) and 0.9\( \pi \), respectively. They demonstrate that the position and the shape of the resulting peak may be varied over a wide range as a result of rel-
The phase of the elastic and by the possible variation of the phases versus known a priori because it is essentially determined by active phase variation. (Note, that this phase is not interference effects were also noted in [8].

The results of intermediate calculations for the process $^9\text{Be}(K^-,\pi^+)$: (a) real and imaginary parts of the triangle graph amplitude (solid and dotted curves, respectively); (b) modulus squared of the triangle graph amplitude; and (c) the shapes of the contributions to the cross section from the quasifree $\Sigma$ production of Fig. 2a (solid curve), from the Fig. 2b triangle graph (dotted curve), and from two versions of the account of the interference of the Fig. 2a and 2b graphs with the relative phase 0.4$\pi$ (dashed curve) and 0.9$\pi$ (dash-dotted curve).

Fig. 3. The results of intermediate calculations for the process $^9\text{Be}(K^-,\pi^+)$: (a) real and imaginary parts of the triangle graph amplitude (solid and dotted curves, respectively); (b) modulus squared of the triangle graph amplitude; and (c) the shapes of the contributions to the cross section from the quasifree $\Sigma$ production of Fig. 2a (solid curve), from the Fig. 2b triangle graph (dotted curve), and from two versions of the account of the interference of the Fig. 2a and 2b graphs with the relative phase 0.4$\pi$ (dashed curve) and 0.9$\pi$ (dash-dotted curve).

attractive phase variation. (Note, that this phase is not known a priori because it is essentially determined by the phase of the elastic $\Sigma$-nucleus scattering amplitude and by the possible variation of the phases versus energy of the elementary processes (13)–(15)). Large interference effects were also noted in [8].

4. RESULTS

Let us go to the results for the best fit to the data on the channels (11) and (12). Firstly, we are interested in a principal possibility of the description without the introduction of $\Sigma$ nuclei. Therefore, at this point, we did not try to estimate the absolute values of cross sections (at least, this demands that we account additionally for the absorption in initial and final states), but we concentrated on the description of the shape of the $E_{exc}$ distributions at small pion angles. For this reason, the normalization factors of the Fig. 2a and 2b graphs and their relative phase were taken as free parameters. Here, it is necessary to make a few notes. As to an absolute normalization, [8] shows that the theoretical calculations for $^4\text{He}$ case lead to reasonable results when taking into account kaon and pion wave absorption. The relative contribution and phase of the Fig. 2b graph now cannot be evaluated reliably due to a lack of information on sigma-nuclear interactions. It is possible to invert a task into deriving information on sigma-nuclear interaction from outcomes of a comparison of calculations with experimental data. However, it is a theme of independent research.

The solid curve of Fig. 4a shows the result of the calculation for the sum of the Fig. 2a and 2b graphs with the relative phase 1.5$\pi$ for the reaction $^9\text{Be}(K^-,\pi^+)$. It agrees with the data very well. The dashed curve corresponds to “switching off” the triangle graph of Fig. 2b; i.e. it represents the separate contribution of the quasifree $\Sigma$ production (Fig. 2a). The contribution of the Fig. 2c graph was not taken into account since the experimental points at $E_{exc} < 0$ are virtually equal to zero.

Figure 4b deals with the difference data for the reaction $^9\text{Be}(K^-,\pi^+)$, which have their origin in the process on the outer neutron (see the preceding section). The dotted curve shows the supposed contribution from the process with the conversion $\Sigma \rightarrow \Lambda$ (Fig. 2c). Essentially, it is an analog of the curve in Fig. 3b normalized to the point at $E_{exc} = 0$, where the contributions of the Fig. 2a and 2b processes go to zero. The solid curve is the result of a complete calculation with account of the interference of the Fig. 2a and 2b graphs with the relative phase 1.9$\pi$. The dashed curve is the separate contribution of the quasifree process. We notice that the cross section of the process (12) on the outer neutron has the appearance of the peak in $E_{exc}$ with a maximum in the region of 8–10 MeV, the width of 15–20 MeV, and can be described very well by the combination of the Fig. 2a–2c graphs.

Having obtained the good results for the production of $\Sigma$-hypernuclear systems on $^9\text{Be}$, we go now to the description by the same method of the new data on the reaction $^4\text{He}(K^+,\pi^-)$ at 600 MeV/c [13]$^1$ and on the reaction $^{12}\text{C}(K^-,\pi^+)$ at 715 MeV/c [14]. For $^4\text{He}$, we use

$^1$We will not consider now the process $^4\text{He}(K^+,\pi^-)$ where the bound $\Sigma$-hypernuclear state of $^4\text{He}$ was discovered [13]. Here, the picture is more complicated due to presence of a resonance peak. In principle, our model must describe the background including, in particular, all data at $E_{exc} > 0$. We hope to discuss it in another work.
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the $s$-wave oscillator wave function with the parameter $p_0 = 90 \text{ MeV/c}$ which gives the best fit to the data on the process $^4\text{He}(e, ep)^3\text{H}$ [15]. For $^{12}\text{C}$, we use the $p$-wave oscillator wave function with the parameter $p_0 = 80 \text{ MeV/c}$ which gives the best fit to the data on the reaction $^{12}\text{C}(e, ep)$ in the ground and low-lying states of $^{11}\text{B}$ [16]. The results are shown in Fig. 5a for $^{12}\text{C}$ and in Fig. 5b for $^4\text{He}$. Here, the dotted curves are the contributions of the processes with the conversion normalized to the points at $E_{\text{exc}} = 0$. The solid curves present the results of full calculations with account of the interference of the Fig. 2a and 2b graphs with the relative phase equal to 0.9$\pi$ for Fig. 5a and 1.3$\pi$ for Fig. 5b. The dashed curves are the separate contributions of the quasifree $\Sigma$ production. One can see that our simple model provides a possibility to describe the data very well.

Certainly, owing to use of large number of fitting parameters, our description of the data on $(K^-, \pi^\pm)$ reactions can be considered simply as a successful parametrization. However, the possibility of such parametrization was not obvious beforehand. We shall note that in sigma-nuclear physics the use of a large number of free parameters is not an unusual fact. Let us turn, for example, to [12], where four parameters were used for the description of stopped $K^-$ interaction with $^4\text{He}$.

It is necessary to emphasize also the following. In our calculations it was assumed that the residual nuclear system is in the ground state or in one of the low-excited states. There is direct experimental data on the reaction $(e, ep)$ for $^4\text{He}$ and $^{12}\text{C}$ nuclei. It was found
5. THE CASE OF $^9\text{Be}(K^-, \pi^+)$ REACTION

The $E_{\text{exc}}$ distribution for the $^9\text{Be}(K^-, \pi^+)$ reaction differs substantially from other cases in two aspects: (i) its maximum is shifted to higher energies at 25–30 MeV, whereas in all remaining cases it is found near 10 MeV; and (ii) it contains a few events at $E_{\text{exc}} \leq 0$ and virtually does not leave a place for the contribution of the narrow near-threshold peak of Fig. 3b. Thus, the description presented in Fig. 4a was obtained without the contribution of the conversion process and used certainly too large a value for the oscillator parameter $p_0 = 130$ MeV/c. On the other hand, proceeding from known values of the cross sections of the elementary processes $\sigma(\Sigma p \rightarrow \Sigma p)$ and $\sigma(\Sigma p \rightarrow \Lambda n)$, each of which is about 150 mb in the $\Sigma$-momentum region 100–200 MeV/c, it is possible to evaluate that the cross sections of the processes of conversion and elastic $\Sigma^-$ rescattering should be of the same order as the cross section of the quasifree production.

The contribution of the conversion process could be explained if we assumed that the secondary $\Sigma$ interactions in the lower vertices of the Fig. 2b and 2c graphs proceed mainly in the $p$ wave. It results in smoothening of the near-threshold peak and shifts it to the higher energies [20]. However, this explanation does not seem natural because there are no reasons for the special behavior in just the $^9\text{Be}(K^-, \pi^+)$ case. More plausible is another explanation. It is assumed that continuum states of the residual nuclear system $^8\text{Li}$ dominate in the breakup vertex $^9\text{Be} \rightarrow p + ^8\text{Li}$. As a difference to the $^4\text{He}$ and $^{12}\text{C}$ cases, there are no high precision data on the $^9\text{Be}(e, ep)$ reaction. It is possible only to state for which the available data [21] show a wide distribution with respect to the proton removal energy and do not contradict such a hypothesis. In that case, on the one hand, the $E_{\text{exc}}$ distribution from the quasifree $\Sigma$ production is shifted to the higher energies. On the other hand, the intermediate state in the Fig. 2c graph becomes three-particle or many-particle but not a two-particle one. It changes the shape of near-threshold behavior absolutely. Figure 6 shows the comparison of $|M|^2$ for the triangle graphs with two-particle (solid curve) and three-particle (dotted curve) intermediate states. The character of the dotted curve leaves room for the significant contribution of the conversion, keeping small number of events at $E_{\text{exc}} \leq 0$. Figure 7 demonstrates an example of successful description of $^9\text{Be}(K^-, \pi^+)$ data with considerable contribution of the conversion process (dotted curve). Here, the dashed curve is the separate contribution of the quasifree $\Sigma$ production. The solid curve is the summary result with account of interference of the Fig. 2a and 2b graphs, the relative phase being 0.35$\pi$. The value of the oscillator parameter $p_0 = 115$ MeV/c was used. It is close to the value of 110 MeV/c which is suggested in [21] for the region of large proton removal energies.
in the channels with the conversion $\Sigma \rightarrow \Lambda$ (i.e., with the detection of $\Lambda$), where the Fig. 2a graph does not contribute. To investigate the discussed picture, one needs to measure the differential cross section $d^2\sigma/dE_{\text{exc}}dq^2$, which is directly expressed through the modulus squared of the matrix element (see equation (2)), in a wide range of $E_{\text{exc}}$ and $q$.

For example, let us consider the reaction $^{12}\text{C}(K^-, \pi^+)$. Figure 8a shows the theoretical predictions for the modulus squared of the Fig. 2c graph amplitude as a function of $E_{\text{exc}}$ for different values of $q = 200, 250, 300$, and $350$ MeV/c. A distinct picture of moving and broadening of the peak is visible. This picture is quite available for an experimental observation.

The question is what would happen with the same distributions in the case of $\Sigma$-hypernucleus production (the graph of Fig. 2d)? To answer the question, calculations were made with inclusion of a resonance state (a Breit–Wigner pole was put in) with the width of $10$ MeV and the mass which was $15$ MeV larger than the sum of the masses of $\Sigma$ and the ground state of the residual nucleus. Figure 8b shows the results for the same set of the momentum transfer. As could be expected, the position of the maximum remains constant in this case. It follows that the investigation of $d^2\sigma/dE_{\text{exc}}dq^2$ would make it possible to answer unambiguously the question about the nature of the irregularities in the excitation energy spectrum of the processes ($K^-, \pi^+$); whether they appeared from the reaction mechanism or from the existence of $\Sigma$ hypernuclei.

7. CONCLUSION

Thus, all considered data on the reactions ($K^-, \pi^+$) in the $\Sigma$-hypernuclear region can be basically described without the supposition on the existence of $\Sigma$ hypernuclei. The bumps in the excitation energy distributions of the residual nuclear systems are due to the peculiarities of the reaction mechanisms.

The successful description of the available data by means of the simplest mechanisms cannot completely exclude the existence of hypernuclei. We tried to emphasize that the decisive conclusion on this problem can be made only through detailed investigation of the $\Sigma$-hypernuclear system production mechanism. We propose to study the cross section $d^2\sigma/dE_{\text{exc}}dq^2$ at different values of momentum transfer $q$, since its behavior strongly depends on the existence of $\Sigma$ hypernuclei. If the experimental investigations confirm the picture of moving singularities, predicted in Section 5, and thus the dominant contribution of the Fig. 3c graph in the channels with the conversion, then it would be possible to extract the cross section $\sigma_{12}$ of the $\Sigma$-nucleus interaction using equation (2). In the future, this value of $\sigma_{12}$ could be compared with dynamical calculations.

Note that the considered picture of moving singularities of triangle Feynman graphs in the case of rescattering effects for $\Sigma$-hypernuclear system production is

**Fig. 8.** (a) The modulus squared of the Fig. 2c graph amplitude for the reaction $^{12}\text{C}(K^-, \pi^+)$ at momentum-transfer values $q = (\text{solid curve}) 200, (\text{dotted curve}) 250, (\text{dashed curve}) 300$, and (dash-dotted curve) $350$ MeV/c. (b) The same with the inclusion of the excited $\Sigma$-hypernuclear state (Fig. 2d) with the width $10$ MeV and the mass corresponding to $E_{\text{exc}} = 15$ MeV.

6. MOVING SINGULARITIES AND THE MECHANISM OF $\Sigma$-HYPERNUCLEAR SYSTEM PRODUCTION

Strictly speaking, the good description of the data on the ($K^-, \pi^+$) processes in the $\Sigma$-hypernuclear region by the simplest mechanisms does not exclude a possible contribution from $\Sigma$ hypernuclei. For a complete and unambiguous solution of the reaction mechanism problem, it seems efficient to use the theoretical predictions which follow from the picture of moving complex triangle singularities described in Section 2. As mentioned above, the presence of these singularities near the physical region of a reaction should lead to a maximum for $E_{\text{exc}}$ distribution. The position and the shape of the bump must be varied with the momentum $q$ transferred from the initial kaon to the final pion [5]. Numerical calculations should show whether this effect is noticeable or not. The contribution of the quasifree $\Sigma$-hyperon production would conceal the above-mentioned effect. Therefore, it is more desirable to study it...
universal. The same phenomena could be observed at different kinematical conditions in other reactions, for instance, $A(e, e'K^-)X$.
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Abstract—A collective adiabatic approach is used to explore the total and differential cross sections for the reactions \( d + d \rightarrow p + ^3H \) and \( d + d \rightarrow n + ^3He \) at incident-deuteron energies of up to 6 MeV. All substantially contributing partial waves of order not higher than that of \( G \) waves are taken into account. The experimental value of the difference of the cross sections for the above mirror reactions is reproduced theoretically under the assumption that nuclear forces obey the condition of isotopic invariance. The positions and amplitudes of the maxima in the calculated total cross sections virtually coincide with those of the corresponding experimental values. It is shown that, around the maxima of the cross sections under study, dominant contributions to them come from the \( P \) wave. The sensitivity of observables to the parameters of nucleon–nucleon interaction is analyzed. © 2000 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

Inelastic collisions of two deuterons are interesting in that the experimental probability of \( n + ^3He \) formation in such collisions differs considerably from the probability of \( p + ^3H \) formation in analogous collisions. This leaves us on the horns of a dilemma as to whether so pronounced a difference is due to the Coulomb repulsion of protons exclusively or it results from violation of the isotopic invariance of nuclear forces. It is obvious that only by means of a precise microscopic calculation can we resolve this dilemma.

In this study, we use the dynamical equations of the collective adiabatic approach [1–3], which describe equally well problems of discrete and continuous spectra [3–7]. An algorithm developed previously for numerically solving these equations simplifies considerably the task at hand, enabling us to focus primarily on physical aspects of the problem.

Within the collective adiabatic approach, the fusion of two deuterons was analyzed in [8], where the \( n + ^3He \) and \( p + ^3H \) channels were combined into the unified \( N + 3N \) channel, where \( 3N \) is treated as a system of three bound nucleons that is close either to \( ^3H \) or to \( ^3He \). In other words, the isospin \( T \) and its projection \( T_3 \) were considered as conserved quantum numbers. In order to determine the difference of the cross sections between the above mirror processes that is due to the Coulomb interaction, we do not assume here isospin conservation.

2. CHOICE OF THE POTENTIAL

As in any microscopic calculation, we run here into an ambiguity in determining a phenomenological nucleon–nucleon potential. Moreover, no version of realistic nucleon–nucleon interaction is able to describe precisely both a two-nucleon problem and the properties of extremely light nuclei that appear to be the products of the reactions under consideration. The only way out of this situation consists in abandoning attempts at describing phase shifts for high-energy scattering in favor of a less ambitious task of constructing a potential that would reproduce the entire body of low-energy data.

Thus, it is necessary to choose a nucleon–nucleon potential that makes it possible to describe correctly the following properties of nucleon–nucleon scattering: (i) the triplet scattering length \( a_t \); (ii) the triplet effective range \( r_t \); (iii) the singlet scattering length \( a_s \); (iv) the singlet effective range \( r_s \); (v) the deuteron binding energy \( E_d \); and (vi) the root-mean-square mass radius of the deuteron, \( R_d \). In addition, it is required that the \( ^3H \) and \( ^3He \) binding energies, \( E_{^3H} \) and \( E_{^3He} \), also be reproduced.

This set of quantities can be closely approximated with the central component \( \hat{V}_c \) of the nucleon–nucleon interaction alone. Moreover, we can use only the even components \( \hat{V}_c^{21} \) and \( \hat{V}_c^{13} \) because the contribution of the odd components \( \hat{V}_c^{33} \) and \( \hat{V}_c^{11} \) to the binding energies of extremely light nuclei is negligible. Following [3], we represent here the radial components \( v^{\mu\tau}_c \) as

\[
v^{\mu\tau}_c = A^{\mu\tau}_1 \exp(-r/a_1^{\mu\tau}r^2) - A^{\mu\tau}_2 \exp(-r/a_2^{\mu\tau}r^2) \quad (1)
\]

The amplitudes \( A^{\mu\tau}_1,2 \) and radii \( a_1^{\mu\tau},2 \) of the repulsive and attractive Gaussian potentials are specified as fol-
flows. First, we determine the amplitudes $A_{1,2}^{\mu \tau}$ by fitting parameters of the two-body problem at fixed radii $r_{1,2}^{\mu \tau}$.

After that, the radii $r_{1,2}^{\mu \tau}$ are fitted to the binding energies of the $^3$H and $^3$He nuclei.

The binding energies of the extremely light nuclei were calculated by the method of hyperspherical functions, the fundamental harmonic and all the potential harmonics being taken into account in this calculation. Constructing the $NN$-interaction matrix in this physical basis is a crucial point in the present approach. One possible way of tackling the problem is to focus on analytic manipulations, but this would lead to a very cumbersome final result and to poorly controllable calculations. Choosing another way, we apply our experience gained in complicated computations of nuclear reactions to the case of bound states. Only the averaging of relative quantities over spin–isospin variables do we perform analytically in the proposed procedure, relying on an evaluation of remaining configuration integrals by the method of random walks on a hypersphere. A detailed account of the new approach will be given elsewhere.

Implemented on the basis of modern computing facilities, the Monte Carlo method is as good as analytic approaches, ensuring accurate numerical results at a comparatively small number $N$ of random walks. For example, the number of $N = 50000$ is sufficient for calculating the properties of the $^3$He nucleus, even though grand orbital values as high as $K = 40$ are operative here.

The best fit of the calculated values to experimental data (see Table 1) is achieved at the following values of the parameters in the potential (1):

$$A_{1,2}^{31} = 0.61127, \quad A_{2}^{31} = 3.67,$$
$$a_{1}^{31} = 0.95, \quad a_{2}^{31} = 1.5,$$
$$A_{1}^{13} = 10.3115, \quad A_{2}^{13} = 3.6463,$$
$$a_{1}^{13} = 0.7, \quad a_{2}^{13} = 1.5.$$

Here, the energies and distances are measured in so-called nuclear energy units (NUE; 1 NUE $\approx$ 20.738 MeV) and in fm, respectively.

Although the results for the $d$, $^3$He, and $^3$H radii were not fitted in determining the potential parameters, they agree well with the experimental values.

To describe the fusion of two deuterons, the unified pair nucleon–nucleon potential (1) will henceforth be used for the entire four-nucleon system without invoking additional free parameters, as should in fact be done in a consistent microscopic approach. In the calculations, we will also employ a realistic nucleon–nucleon interaction—specifically, its versions that provide the best description of the internal states of reaction products. This will enable us to assess the sensitivity of observables to the choice of nucleon–nucleon potential.

3. CONVENTIONAL METHOD FOR CONSTRUTING THE MAIN CHANNEL HARMONICS

As soon as the Coulomb interaction $V_{\text{Coul}}$ is taken into account, the protons cease to be identical to the

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Calculation</th>
<th>Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Triplet scattering length $a_t$, fm</td>
<td>5.4122</td>
<td>5.41</td>
</tr>
<tr>
<td>Triplet effective range $r_t$, fm</td>
<td>1.7475</td>
<td>1.75</td>
</tr>
<tr>
<td>Singlet scattering length $a_s$, fm</td>
<td>-23.719</td>
<td>-23.719</td>
</tr>
<tr>
<td>Singlet effective range $r_s$, fm</td>
<td>2.76</td>
<td>2.76</td>
</tr>
<tr>
<td>Deuteron binding energy $E_d$, MeV</td>
<td>2.2246</td>
<td>2.224579</td>
</tr>
<tr>
<td>Root-mean-square radius $R_d$ of the deuteron, fm</td>
<td>1.9667</td>
<td>1.9627</td>
</tr>
<tr>
<td>Triton binding energy $E_{^3H}$, MeV</td>
<td>6.5502 (0)</td>
<td>8.4822</td>
</tr>
<tr>
<td></td>
<td>8.491 (40)</td>
<td></td>
</tr>
<tr>
<td>Root-mean-square radius $R_{^3H}$ of the triton, fm</td>
<td>1.6546 (0)</td>
<td>1.5556</td>
</tr>
<tr>
<td></td>
<td>1.814 (40)</td>
<td></td>
</tr>
<tr>
<td>Binding energy $E_{^3He}$ of the $^3$He nucleus, MeV</td>
<td>5.7885 (0)</td>
<td>7.7184</td>
</tr>
<tr>
<td></td>
<td>7.730 (40)</td>
<td></td>
</tr>
<tr>
<td>Root-mean-square radius $R_{^3He}$ of $^3$He nucleus, fm</td>
<td>1.682(0)</td>
<td>1.703</td>
</tr>
<tr>
<td></td>
<td>1.851 (40)</td>
<td></td>
</tr>
</tbody>
</table>

Note: The values of $K_{\text{max}}$ are indicated in parentheses.
neutrons. Despite this, we can still employ the isospin formalism. It should only be borne in mind that $V_{\text{Coul}}$ does not commute with squared-isospin operator $T_i^2$; therefore, the isospin is not conserved in the reactions being considered.

The simple form (1) that we chose for the interaction admits the conservation of the orbital angular momentum $L$ and of the spin moment $S$ separately. Therefore, all collision processes in the problem being considered are characterized by five conserved quantum numbers: $L, L_s, S, S_s,$ and $T_i$ (isospin projection).

All the reaction channels that are taken into consideration here are numbered in the order of increasing energy thresholds $E_i$ for these channels:

(i) $p + ^3\text{H}, \quad E_1 = -8.4822$ MeV,
(ii) $n + ^3\text{He}, \quad E_2 = -7.7142$ MeV,
(iii) $d + d, \quad E_3 = -4.4492$ MeV.

In the collective adiabatic approach, a specific function of the multidimensional angles $\Omega_{3A-3}$ ≡ $\Omega_\rho$ that depends on the hyperradius $\rho$ as a parameter is associated with each channel. This function obeys the equation

$$\hat{Q} - I_0 U_i = 0, \quad (2)$$

where the operator $\hat{Q}$ has the form

$$\hat{Q} = \frac{1}{\rho} \left[ -\Delta_{3A-3} + \frac{1}{4}(3A - 6)(3A - 4) \right] + \hat{V}. \quad (3)$$

The eigenfunctions $U_i \equiv U_i(\rho, \Omega)$ and the eigenvalues $I_i = I(\rho)$ are referred to, respectively, as the channel function and as the channel collective potential. These are associated with a specific $i$th channel by considering their asymptotic behavior on a hypersphere of large radius. As $\rho \to \infty$, the collective potential $I_0$ tends to the energy threshold $E_i$ of the $i$th channel, while $U_i$ is given by

$$U_i \rho \to \sim \frac{1}{\rho} \hat{A} \rho_{\text{out}} \hat{X}_{ji}^{ij}, \quad i = 1, 2, 3. \quad (4)$$

Here, the operator $\hat{A}$ permutes particles belonging to different fragments in accordance with the requirements of the Pauli exclusion principle, while the component $X_{ji}^{ij}$ describes the free motion of the fragments in the space of angles. The superscripts on this component represent the orbital angular momentum of relative motion, total internal angular momentum, and total angular momentum of the entire system. An analytic continuation of the expression on the right-hand side of (4) to the region of finite $\rho$ yields the so-called cluster approximation $U_i^{cl}$, which was successfully used to describe the fusion reaction $d + ^3\text{H} \to n + \alpha$ [3]. The cluster approximation can be improved by supplementing it with a series of hyperspherical harmonics. Prior to this, however, the function $U_i^{cl}$ is subjected to a harmonic analysis aimed at optimizing the way in which the functional space orthogonal to $U_i^{cl}$ is to be extended in precisely solving equation (2) in the region where the fragments overlap.

In a harmonic analysis of $U_i^{cl}$, a key role is played by the so-called main channel harmonic $U_i^{\text{main}}$ that appears to be an eigenfunction of the operator $\Delta_{3A-3}$ of multidimensional angles and which enters into $U_i^{cl}$ with a maximum weight. Thus far, a particular form of $U_i^{\text{main}}$ has been established by directly selecting the orbitals from the corresponding Slater determinant $\hat{A} \times \hat{A}$. Now that the range of the problems being considered has been expanded—and especially in connection with a partial-wave analysis with allowance for higher angular momenta—it is impossible to dispense with the universal technique for constructing the main harmonics.

We represent the function $U_i^{cl}$ as a superposition of its projections onto the subspace of harmonics with a given value of $K$. For all channels that we know, this expansion is dominated by the $K = K_{\text{min}}$ fundamental harmonic. If this component is normalized to unity, we obtain precisely the main harmonic $U_i^{\text{main}}$. A specific component is isolated by applying the projection operator $\hat{C}_K$ [9] as

$$U_{i,K}^{cl} = \hat{C}_K U_i^{cl}. \quad (5)$$

According to [10], the kernel $\hat{C}_K(\Omega_\rho, \Omega_\rho')$ of the integral operator $\hat{C}_K$ can be expressed in terms of the generating function as

$$C_K^{(1)}(\Omega_\rho, \Omega_\rho') \equiv \hat{D}_K \exp \left\{ \frac{i}{\rho_0^2} \sum_{i=1}^{A} \rho_i \cdot \rho_i' \right\}. \quad (6)$$

Here, $\hat{D}_K$ is the differential operator

$$\hat{D}_K \equiv \frac{N - 1}{2\pi^2 (3A-3)/2}$$

$$\times \lim_{\beta \to 0} \sum_{m=0}^{K/2} (-1)^m 2^{K-2m} \frac{\Gamma(N - 1 - m)}{m!\Gamma(K-2m + 1)} \frac{\partial^{K-2m}}{\partial(\beta)^{K-2m}},$$

where $A = 4, N = K + (3A-3)/2, \beta = (3A - 5)/2,$ and $\rho_i = r_i - R$ is the distance from the $i$th nucleon to the center of mass $R$ of the entire system.

In the expanded form, relation (5) reads

$$U_{i,K}(\rho, \Omega) = \int C_K^{(1)}(\Omega_\rho, \Omega_\rho') U_i^{cl}(\rho, \Omega_\rho) d\Omega_\rho. \quad (8)$$
In choosing the contour of integration in (8), we must take into account the cluster structure of $U_i^{cl}$—that is, we must go over from the vectors $p_i$ to cluster variables.

Let $A_{a_j}$ be the number of particles in the $a_j$ cluster, and let $R_{a_j}$ be its center of mass. The position $r_{a_j}$ of the $i_{a_j}$ nucleon belonging to the $a_j$ cluster is reckoned from $R_{a_j}$,

$$\rho_{i_{a_j}}^{(a_j)} = r_{i_{a_j}} - R_{a_j},$$

and the vectors $R_{a_j}$ are measured from the center of mass $R$ of entire system,

$$\eta_{a_j} = R_{a_j} - R.$$  \(10\)

We refer precisely to the vectors $\{\rho_{i_{a_j}}^{(a_j)}\}$ and $\{\eta_{a_j}\}$ as cluster variables. In terms of these variables, the exponent in the generating function in (6) can be represented in the form

$$\sum_{i=1}^{A} \rho_i \cdot \rho'_i = \sum_{j=1}^{q} A_{a_j} \eta_{a_j} \cdot \eta'_j + \sum_{j=1}^{q} \sum_{i_{a_j}} \rho_{i_{a_j}}^{(a_j)} \cdot \rho_{i_{a_j}}',$$  \(11\)

where the prime means that summation is performed only over structure fragments.

For binary channels, the first term on the right-hand side of (11) has the simple form

$$\sum_{j=1}^{2} A_{a_j} \eta_{a_j} \cdot \eta'_j = \frac{A_{a_j} A_{a_j}}{A} \xi \cdot \xi',$$  \(12\)

where $\xi$ is the distance between the fragments. We then express the volume elements in terms of the cluster variables as

$$d \Omega_p = \frac{1}{\rho^{3(A-q)}} \left( 1 - \frac{1}{\rho^2} \sum_{j=1}^{q} \rho_{a_j}^2 \right)^{(3q-5)/2} d \Omega_{\rho_{a_j}},$$

and

$$d \Omega_\rho = \left( 1 - \frac{\rho_{H}^2}{\rho^2} \right) \frac{\rho_{H}}{\rho} \frac{d \rho_{H}}{d \Omega_{\rho_{H}}},$$

where $d \Omega_{out}$ is the volume element of the multidimensional angles $\Omega_{out}$ in the space of the centers of mass $\{\eta_{a_j}\}$, while $\rho_{a_j}$ is the hyperradius of the internal motion of the fragment $a_j$. From the general expression (13), we obtain the volume elements for the channels under consideration:

$$p + \frac{3}{2} H, \quad d \Omega_p = \left( 1 - \frac{\rho_{H}^2}{\rho^2} \right)^{1/2} \frac{\rho_{H}}{\rho} \frac{d \rho_{H}}{d \Omega_{\rho_{H}}} d \Omega_\xi,$$

$$d + d, \quad d \Omega_p = \left( 1 - \frac{\rho_{d}^2}{\rho^2} \right)^{1/2} \frac{\rho_{d}}{\rho} \frac{d \rho_{d}}{d \Omega_{\rho_{d}}} d \Omega_\xi,$$

According to the expansion in (11), we break down the generating function from (6) into factors and expand each factor in relevant hyperspherical harmonics as

$$\exp \left\{ \frac{i \beta A_{a_j} A_{a_j}}{A} \xi \cdot \xi' \right\} = 4 \pi \sum_{l_m} i^{l_m} \frac{\pi A}{\sqrt{2 \pi A_{a_j} A_{a_j} \xi \cdot \xi'}} J_{l_m}(\xi) Y_{l_m}(\xi') \cdot Y_{l_m}(\xi)' \quad (3A_{a_j} - 3)/2$$

$$\times \sum_{K_{a_j} \eta_{a_j}} \frac{\beta}{\rho^2} \rho_{a_j} \cdot \rho'_{a_j} \quad (3A_{a_j} - 5)/2 \quad (14)$$

$$\times [U_{K_{a_j}}(\Omega_{\rho_{a_j}})(U_{K_{a_j}})^{(\kappa_{a_j})}(\Omega_{\rho_{a_j}})].$$

The expansions in (14) and (15) and the expression on the right-hand side of (4) are further substituted into the integral in (8). We single out a polynomial in $\beta$ of degree not higher than $K_{min}$ (or $K_{min} + 2$ in some cases) that occur in constructing the superposition of $U_i^{cl}$, $i = 1, 2, 3$. As a matter of fact, this polynomial is obtained from lower terms in the expansion of the Bessel function appearing in (14) and (15). The results obtained by further applying the differential operator $\hat{D}$ can be derived easily. Numerous required integrals are calculated analytically with allowance for orthonormalization in relevant spaces. As a result, we arrive at general expressions for main harmonics. For sake of brevity, we present here specific results only for the channels of our interest.

In order to implement this program, we need some preliminary information about these channels and, above all, about the values of the orbital angular momentum $l$ that are allowed by the Pauli exclusion...
principle and about $K_{\min}$ as a function of this orbital angular momentum (see Table 2).

We emphasize that all the structure fragments from Table 2 represent $S$-shell nuclei. To a high accuracy, the internal functions of these systems are reproduced by the harmonics $U_{j,\alpha,i}^\nu(\Omega_{p,i})$ of minimum possible degree $K_{\alpha,i} = 0$. For this reason, we restrict our consideration to this basic approximation, where the internal angular momentum $j$ coincides with the total spin $S$ of the system.

The eventual expressions for the main harmonics are given by

$$U_{i}^{\text{main}} = \hat{A}_{\text{out}}^{\nu} Y_{\nu}^{\mu}(\frac{\xi}{\xi^{*}}) F_{i}(S), \quad \text{for} \quad K = l,$$

$$U_{i}^{\text{main}} = \hat{A}_{\text{out}}^{\nu} \left(1 - \left(\frac{l + 9/2}{l + 3/2}\right)^{2} \frac{\rho_{\text{out}}}{\rho}\right) Y_{\nu}^{\mu}(\frac{\xi}{\xi^{*}}) F_{i}(S), \quad \text{for} \quad K = l + 2,$$

for $U_{i}^{\text{main}}$ correspond to $J = l + S$. Because the processes under consideration are characterized by the isospin-projection value of $T_{z} = 0$, the quantum number of the isospin projection is indicated explicitly nowhere. The factor $F_{3}(S)$ in (16) and (17) is the spin–isospin component of the function $U_{i}^{\text{main}}$ having the quantum numbers $S_{z} = S$ and $T_{z} = 0$. Specifically, we have

$$F_{3}(0) = \frac{1}{12\pi},$$

$$F_{3}(1) = \frac{1}{16\pi},$$

$$F_{3}(2) = \frac{1}{8\pi}.$$

Following [4, 7], we represent here the Slater determinant in the form of a column that involves the spin–isospin orbitals $[\mu \tau]$. Recall that, as usual, a horizontal line denotes the partition into clusters within which orbitals are permuted. The spin–isospin function $F_{3}(S)$ of the second channel is obtained from $F_{3}(S)$ by merely reversing the sign of the isospin $\tau$. The functions $F_{3}(S)$ and $F_{3}(S)$ are superpositions of the $T = 0$ and $T = 1$ states with identical weights.

Table 2. Possible values of the quantum numbers in various binary channels

<table>
<thead>
<tr>
<th>Channel</th>
<th>Total spin of the fragments, $i$</th>
<th>Orbital angular momentum of the relative motion of the fragments, $l$</th>
<th>Power of the main harmonic, $K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p + 3H, n + 3He$</td>
<td>0</td>
<td>Any</td>
<td>1</td>
</tr>
<tr>
<td>$p + 3H, n + 3He$</td>
<td>1</td>
<td>Odd</td>
<td>1</td>
</tr>
<tr>
<td>$d + d$</td>
<td>0</td>
<td>Even</td>
<td>1</td>
</tr>
<tr>
<td>$d + d$</td>
<td>1</td>
<td>Odd</td>
<td>2</td>
</tr>
<tr>
<td>$d + d$</td>
<td>2</td>
<td>Even</td>
<td>2</td>
</tr>
</tbody>
</table>

The spin of the system consisting of two deuterons can take the values of $S = 0$, $1$, and $2$ (only elastic scattering is possible at $S = 2$). Therefore, the set of the factors $F_{3}(S)$ is somewhat wider:

$$F_{3}(0) = \frac{1}{8\pi},$$

$$F_{3}(1) = \frac{1}{16\pi},$$

$$F_{3}(2) = \frac{1}{8\pi}.$$

It is assumed that the main harmonics $U_{i}^{\text{main}}$ are always normalized to unity—that is, formulas (16) and (17) involve a normalization factor that is omitted here to avoid encumbering the presentation.

In order to evaluate the contribution of $U_{i}^{\text{main}}$ to the normalization integral, we will need explicit expressions for the cluster channel functions. They are close in structure to their main harmonics, but the former also carry information about the hyperradial motion of the
fragments. For \( i = 1, 2 \), we have
\[
U_i^{\text{cl}} = \hat{A} \rho_i \hat{Y}_i \left( \frac{\xi}{\xi_0} \right) \hat{\varphi}_0^{(a)} \varphi_i^{(a)}(\rho_a) F_i(S), \quad i = 1, 2, \tag{21}
\]
where \( \varphi_0^{(a)} \) is the hyperradial function of the tritium fragment \((i = 1, a = ^3\text{H})\) or of \(^3\text{He} \) \((i = 2, a = ^3\text{He})\). Denoting by \( d_1 \) and \( d_2 \) two identical fragments of the third channel and by \( \varphi \) the function describing the hyperradial motion of the deuteron (the deuteron hyperradius is \( \rho_d = 1/2r^2 \)), where \( r \) is the distance between the deuteron nucleons), we obtain
\[
U_3^{\text{cl}} = \hat{A} \rho_3 \hat{Y}_3 \left( \frac{\xi}{\xi_0} \right) \hat{\varphi}_0 \varphi_0^{(d_1)}(\rho_{d_1}) \rho_{d_2} \varphi_0^{(d_2)}(\rho_{d_2}) F_3(S). \tag{22}
\]
Further, we assume that \( U_i^{\text{cl}} \) is normalized by the condition
\[
\langle U_i^{\text{main}} | U_i^{\text{cl}} \rangle = 1. \tag{23}
\]
(Hereafter, the symbol \( \langle \ldots | \ldots \rangle \) denotes integration with respect to \( \Omega_a \) and averaging over spin–isospin variables of all nucleons.) In the case of this normalization, an excess of the overlap integral \( \langle U_i^{\text{main}} | U_i^{\text{cl}} \rangle \) over unity directly demonstrates the weight with which \( U_i^{\text{main}} \) enters into \( U_i^{\text{cl}} \).

In order to analyze these overlap integrals, which are shown by the dashed curves in Fig. 1, we indicate the critical values \( \rho_{\text{cr}} \) at which the collective form of motion gives way to a cluster form. We make use of the well-known representation of the hyperradius in the form
\[
\rho^2 = \frac{A_i A_{a_j} \zeta^2}{A} \rho_a^2 + \rho_{a_j}^2. \tag{24}
\]

Averaging this equality over the states \( U_i^{\text{cl}} \) and taking into account the relation \( \overline{\rho_a^2} = A_i R_{a_j}^2 \), where \( R_{a_j} \) is the root-mean-square radius of the fragment \( a_j \), we obtain
\[
\overline{\rho} = \begin{cases} 
\sqrt{\frac{15}{4} R_{\text{H}}^3} \equiv 3.02 \text{ fm}, & p + ^3\text{H} \text{ channel} \\
\sqrt{\frac{15}{4} R_{\text{He}}^3} \equiv 3.3 \text{ fm}, & n + ^3\text{He} \text{ channel} \\
\sqrt{8} R_d \equiv 5.6 \text{ fm}, & d + d \text{ channel}.
\end{cases} \tag{25}
\]

It can be seen from Fig. 1 that, in the case of the \( S \) wave \((l = 0)\), all three channels have a common main harmonic and that \( U_i^{\text{cl}} \sim U_i^{\text{main}} \) in the region \( \rho \leq \rho_{\text{cr}} \).

For higher partial waves \((l > 0)\), we similarly have \( U_i^{\text{cl}} \sim U_i^{\text{main}} \) in the region \( \rho \leq \rho_{\text{cr}} \), but the difference between the main harmonics of different channels becomes ever more pronounced with increasing \( l \).

### 4. VARIATIONAL SEARCH FOR CHANNEL FUNCTIONS

In [4], a solution to equation (2) was sought in the form of a superposition of \( U_i^{\text{cl}} \). In the more recent study [3], a series of hyperspherical harmonics was added to this superposition but the results for the calculated observables were found to be virtually unchanged. Bearing in mind this conclusion, we represent the sought channel function \( U_i(\rho, \Omega_a) \) in the form
\[
U_i(\rho, \Omega) = \sum_{j=1}^{3} C_{ij}(\rho) U_j^{\text{cl}}(\rho)/\sqrt{\langle U_j^{\text{cl}} U_i^{\text{cl}} \rangle}. \tag{26}
\]

The coefficients \( C_{ij}(\rho) \) are determined by minimizing the functional
\[
\Phi = \frac{\langle U_i | \hat{\varphi} | U_i \rangle}{\langle U_i | U_i \rangle}. \tag{27}
\]
The procedure of minimization was described in detail elsewhere [3]; for this reason, we present here only the final result for the case of the \( S \) wave \((l = 0, S = 0)\). The resulting coefficients \( C_{ij}(\rho) \) ensure orthogonality of different channels; that is, we have
\[
\langle U_i | U_j \rangle = 0, \quad i \neq j. \tag{28}
\]
Considering that, in the coefficients $C_{ij}(\rho)$, a constant factor remains free, we choose it in such a way that the diagonal coefficients $C_{ii}(\rho)$ are equal to unity for all $\rho$:

$$C_{ii}(\rho) = 1.$$  (29)

This means that the normalization condition $\langle U_i | U_i \rangle = 1$ is satisfied only in the asymptotic limit $\rho \longrightarrow \infty$, where $C_{ij}(\rho) = \delta_{ij}$. Owing to this, condition (29) makes it possible to evaluate quickly the interference of the cluster functions $U_i^{cl}$ for finite $\rho$ values. That the coefficients $C_{ij}(\rho)$, which are presented in Fig. 2, decrease rather slowly indicates that the cluster functions $U_i^{cl}$ continue to interfere far from the region where the collective motion occurs ($\rho > \rho_{cr}$).

Let us return to discussing data in Fig. 1. The solid curves represent the overlap integrals $\langle U_i | U_i \rangle / \langle U^\text{main}_i | U_i \rangle^2$, $i = 1, 2, 3$. The behavior of these curves differs considerably from the behavior of the dashed curves. Whereas the three functions $U_i^{cl}$ in the $S$-wave state have a common main harmonic of power $K_{\text{max}} = 0$, the true channel functions (26) do not possess this property—the main harmonics of $U_i^{cl}$ do not generally coincide with the main harmonics of superposition (26).

The importance of the data in Fig. 1 becomes obvious when we notice that the character of the solid curves allows us to draw some conclusions about the behavior of the total cross section prior to calculating it. Indeed, the orthogonality of the main harmonics $U_i(\rho, \Omega_\rho)$ indicates that they differ considerably in the space of multidimensional angles $\Omega_\rho$. It is well known that the intensity of inelastic processes is determined exclusively by the overlap integrals of the partial derivatives of these functions with respect to hyperradius,

$$\left\langle \frac{\partial^m}{\partial \rho^m} U_i \mid \frac{\partial^n}{\partial \rho^n} U_i \right\rangle,$$

where $m + n \leq 2$. In the case where the main harmonics are different, these overlap integrals will obviously be small, and, accordingly, so will the integrated cross section. The analysis of the fusion reaction $d + ^3\text{H} \longrightarrow n + \alpha$ from [3] revealed that the main harmonics of the $d + ^3\text{H}$ and $n + \alpha$ channels coincide. As a result, the total cross section has a pronounced resonance with a large peak amplitude of about 5 b. On the basis of the data in Fig. 1, nothing similar should be expected in the total cross section for the fusion of two deuterons.

Figure 3 shows the collective potentials $I_i(\rho)$, strength channel features that correspond to the coefficients $C_{ij}$ displayed in Fig. 2. Only the collective potential $I_1$ has the shape of a potential well, the remaining two potentials ($I_2$ and $I_3$) being monotonically decreasing functions over the entire region of the variable $\rho$. This behavior is fully consistent with the above harmonic analysis of $U_i(\rho, \Omega_\rho)$, reflecting the powers of the main harmonics ($K = 0$ for the first channel and $K > 0$ for the second and the third channel).

### 5. FORMULAS FOR CALCULATING CROSS SECTIONS

In the collective adiabatic approach, the wave function is expanded in a series in terms of the eigenfunctions of the operator $\hat{Q}$ [see equation (3)]:

$$\Psi = \rho^{-3A-4/2} \sum_i \Phi_i(\rho) U_i(\rho, \Omega_\rho).$$  (30)

The hyperradial expansion coefficients $\Phi_i(\rho)$ satisfy the set of differential equations

$$\sum_i \left\langle U_i \mid - \frac{\partial^2}{\partial \rho^2} + I_i(\rho) - E \right\rangle \Phi_i(\rho) = 0.$$  (31)
The real symmetric $K$ matrix [4] and the corresponding unitary symmetric $S$ matrix are determined by studying the asymptotic behavior of $\Phi_i(r)$ for $r \rightarrow \infty$.

In expressing the cross sections for the relevant processes in terms of the $S$ matrix, it is necessary to consider that identical particles collide in the input channel. As is well known, this leads to an additional factor of $\sqrt{2}$ in the expression for the amplitude whose parity coincides with the parity of the total spin $S$ of the system of colliding deuterons. According to the numbering of the channels, the fusion processes are denoted symbolically as $3 \rightarrow 1$ and $3 \rightarrow 2$. The amplitudes $f_i^{(S)}$ of these processes are related to the $S$-matrix elements $S_{i \rightarrow j}$ by the equation

$$f_i^{(S)} = \frac{1}{i k \sqrt{2}} \sum_l (2l + 1) e^{i\delta_l} S_{i \rightarrow j}^{(S)} P_l(\cos \theta),$$

where $k$ is the wave vector of the relative motion of the two deuterons involved, $\delta_l$ is the Coulomb phase shift in the $l$th channel, and $P_l(\cos \theta)$ is a Legendre polynomial. The primed sum is taken over $l$ values whose parity coincides with the parity of $S$. We emphasize that $\delta_l = 0$ in the case under consideration. The differential cross section for unpolarized deuterons is expressed in terms of the amplitude in (32) as

$$d\sigma_{3 \rightarrow j} / d\Omega = \frac{3}{4} |f_3^{(1)}|^2 + \frac{1}{4} |f_3^{(0)}|^2.$$  

As usual, the nuclear component of the cross section for a low-energy collision of charged particles can be conveniently represented in terms of the so-called astrophysical $S$ factor defined as the ratio of the cross section to the quantity $e^{2q_m} / E$, where $q$ is the Coulomb parameter, a quantity that specifies the energy dependence of the Coulomb cross section for low collision energies $E$. Thus, the $S$ factor is given by

$$S(E) = E e^{2q_m} \sigma_{3 \rightarrow j},$$

where $\sigma_{3 \rightarrow j}$ is the total cross section for the processes $d + d \rightarrow p + ^3H$ and $d + d \rightarrow n + ^3He$ at the incident-deuteron energy $E_d = 50$ keV. Experimental data were borrowed from [13].

The differential cross sections for the reactions (curve 1) $d + d \rightarrow p + ^3H$ and (curve 2) $d + d \rightarrow n + ^3He$ at $E_d = 50$ keV. Experimental data were borrowed from [13].

6. NUMERICAL RESULTS AND DISCUSSION

We first compare the calculated total cross section $\sigma_{3 \rightarrow j}$ with experimental data in order to test the viability of the computational scheme used. There were several experiments that measured the total cross section for the reaction $d + d \rightarrow p + ^3H$ and $d + d \rightarrow n + ^3He$ at which produced consistent data. The results of our calculations are represented by the two upper curves in Fig. 4, which reproduce qualitatively the behavior of the experimental cross sections over a wide energy range, the calculated position and amplitude of the cross-section maximum being virtually coincident with corresponding experimental values. It is interesting to establish the hierarchy of the contributions to the total cross section from various partial waves. It can be seen that the main contribution to the cross section $\sigma_{3 \rightarrow j}$ comes from the $P$ wave. The reason why the $S$-wave contribution is suppressed was revealed via the above harmonic analysis (see Fig. 1). We now consider the difference of the cross sections between the reactions $d + d \rightarrow p + ^3H$ and $d + d \rightarrow n + ^3He$. A comparison of the calculated and measured cross sections shows their good agreement at all values of the collision energy and all values of the scattering angle. By way of illustration, Fig. 5 shows...
the differential cross sections for the two reactions under consideration at the incident deuteron energy of $E_d = 50$ keV. Thus, data on the fusion of two deuterons are compatible with the assumption of isotopic invariance of nuclear forces.

The trend of the calculated total cross section toward overestimating the experimental values at low energies is of particular interest for astrophysical processes. In the region $E_d < 60$ keV, the experimental $S$ factor is a slowly decreasing function tending to a value of about 55 keV b for $E_d < 0$. The calculated $S$ factor qualitatively reproduces this behavior, but its value is twice as large as that determined experimentally [14]. In order to clarify the reasons behind so pronounced a distinction, we considered a different version of nucleon–nucleon interaction, that which is given by equation (42) from [3] and which describes well experimental data on the discrete and continuous spectra of the five-nucleon system within the same collective adiabatic approach. This potential fails to reproduce data on low-energy $NN$ scattering, but it describes correctly the internal states of the fragments. A calculation of the $S$ factor with this potential changed next to nothing, but the relevant total cross section somewhat increased (Fig. 4, upper dashed curve). This indicates that the discrepancy between the calculated and experimental results at low energies is caused by the inadequacy of the cluster approximation (26), which should be improved by adding a hyperspherical series (see above). This is also confirmed by the curves in Fig. 6 that were obtained with realistic nucleon–nucleon forces. At the same time, we cannot rule out the possibility that, at low energies, experimental data require refinement.
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1. INTRODUCTION

Investigation into processes occurring in participant and spectator parts of interacting nuclei and, in particular, into the interplay of such processes, which is due to a central character of interactions, is an important problem in establishing the mechanism of nucleus–nucleus interactions.

Photoemulsion experiments, which ensure a full $4\pi$ angular coverage and which make it possible to determine the charges of projectile fragments and identify particles, according to the commonly accepted classification, as $b$, $g$, and $s$ particles [1] nearly without any threshold, can contribute significantly to resolving these problems. The intervals of momenta for particles classified as nonrelativistic $b$ and $g$ particles (with the exception of target fragments with charges $Z^\pm 3$) are listed in Table 1.

In contrast to models that rely on the cascade–evaporation mechanism and which attribute fragment formation to the evaporation of the residual nucleus, hydrodynamic models [2] and microscopic dynamical models [3], which describe collective effects in nuclei, pay virtually no attention to the existence of spectator fragments in the nuclei involved. A comparison of experimental data coming from photoemulsion experiments at ultrarelativistic energies with the results of model calculations reveals that model descriptions usually oversimplify the production of nonrelativistic particles [4].

From photoemulsion data, it follows that, in collisions characterized by high multiplicities—and it is precisely these collisions that are analyzed in studying collective effects—the growth of the number of relativistic $s$ particles is accompanied by the growth of the multiplicity of $b$ and $g$ particles [5, 6]. Here, it is necessary to consider that, according to investigations of the angular distributions within the above individual classes of particles, the coefficient of azimuthal asymmetry for $b$ and $g$ particles in the azimuthal plane is much greater than the corresponding coefficient for $s$ particles [7].

In an alternative pattern of collective nuclear interactions that was proposed by Baumgardt et al. [8], the transfer of collective momenta to particles occurs owing to the compression of spectators in nucleus–nucleus collisions; it is important here that these collective momenta are carried predominantly by spectator fragments.

According to [8], the zone of a head shock is formed in the interaction of light projectile nuclei with heavy target nuclei; as this zone propagates in the target nucleus, cold nuclear matter of the spectator is pushed sideways, forming a Mach shock wave, which prompts the transfer of collective momenta to spectator fragments. This effect was studied in [8] by analyzing the angular distributions of the alpha-particle fragments of Ag and Cl target nuclei. The density of the compressed cold matter of the spectator, $\rho_s$, was estimated there at $\rho_s \sim 3.5\rho_N$, where $\rho_N$ is the normal nuclear density.

In more recent experiments performed with photoemulsions, which contain light nuclei as well, the angular distributions of $b$ particles proved to be more complicated [5, 9].

**Table 1**

<table>
<thead>
<tr>
<th>Particle</th>
<th>Momentum, MeV/c</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$b$ particles</td>
</tr>
<tr>
<td>Alpha-particle fragment</td>
<td>0–900</td>
</tr>
<tr>
<td>Proton</td>
<td>0–224</td>
</tr>
<tr>
<td>Pion</td>
<td>0–58.1</td>
</tr>
</tbody>
</table>
Within the above pattern, we have studied manifestations of collective momenta in the transverse-momentum distributions of light projectile fragments and connections between the fine structure of such distributions and the formation of compressed cold nuclear matter featuring components of different densities. With this aim in view, we have analyzed experimental data on the transverse-momentum distributions of protonic and alpha-particle projectile fragments formed in Ne + Em and Si + Em interactions. A detailed description of the experiments that furnished these data can be found in [7, 10].

2. TRANSVERSE-MOMENTUM DISTRIBUTIONS OF LIGHT PROJECTILE FRAGMENTS

The transverse-momentum distributions of alpha-particle projectile fragments from photoemulsion experiments are complicated by the presence of tails at high transverse momenta. Usually, such distributions are fitted to a superposition of two Rayleigh distributions (distribution of a two-component quantity whose components obey Gaussian distributions with identical variances); that is,

\[
\frac{d\sigma}{dp_t} = p_t \left( \frac{1-a}{\sigma_1^2} \right) \times \exp\left(-\frac{p_t^2}{2\sigma_1^2}\right) + \frac{a}{\sigma_2^2} \exp\left(-\frac{p_t^2}{2\sigma_2^2}\right),
\]

where \(\sigma_1^2\) and \(\sigma_2^2\) are the variances of these distributions, while \(a\) measures the weight of the second term.

In model descriptions of the transverse-momentum distributions of alpha-particle fragments, the temperatures of the sources of fast \(\alpha\)-particle fragments are overly high for fragmentation processes both in the case of two particle sources at rest [11] and in the case of two [12] (or more [13]) systems moving at different velocities.

The existence of two partial transverse-momentum distributions of the fragments may be due to the contributions of two mechanisms of nucleus–nucleus interactions, the cascade–evaporation mechanism and the mechanism of collective interactions, which results in the transfer of collective momenta to the fragments.

In accordance with this, we consider two particle sources such that they have identical temperatures \(T\) and isotropic angular distributions in the azimuthal plane, the transverse-momentum distribution of particles within either source being of a Rayleigh form. Upon the transfer of a transverse collective momentum \(p_{t,\text{coll}}\) to the fragments, their transverse-momentum distribution assumes the form

\[
\frac{d\sigma}{\sigma p_t} = \int_{p_{t,\text{min}}}^{(p_{t,\text{max}})} \int_{0}^{2\pi} \frac{d^2 J(p_t^*, \varphi^*/p_t^*, p_t) dp_t^* d\varphi^*}{d\sigma_{p_t}},
\]

where quantities labeled with an asterisk are specified in the rest frame of the particle source, \(\varphi^*\) and \(J(p_t^*, \varphi^*/p_t^*, p_t)\) being, respectively, the azimuthal angle and the Jacobian for the relevant transformation.

It can be shown easily that, at a fixed value of \(p_{t,\text{coll}}\), the transverse-momentum distribution of the fragments has the form

\[
\frac{d\sigma}{dp_t} = \frac{p_t^*}{\sigma_1^2} \exp\left[-\left((p_t^*)^2 + (p_t)^2/2\sigma_i^2\right)\right] J_0\left(\frac{p_t^*}{\sigma_1^2}\right),
\]

where \(J_0\left(p_t^*\sigma_1^2\right)\) is a Bessel function of an imaginary argument, and \(\sigma_1^2\) is the variance of the transverse-momentum distribution of the fragments in the source rest frame.

If the transfer of the collective transverse momentum, \(p_{t,\text{coll}}\), obeys a Rayleigh distribution with a variance \(\sigma_{p_t}^2\), the transverse-momentum distribution of the fragments is also of a Rayleigh form, its variance being \(\sigma_2^2 = \sigma_1^2 + \sigma_{p_{t,\text{coll}}}^2\), where \(\sigma_1^2 = mT\) (\(m\) is the fragment mass). In this case, the most probable value of the collective transverse momentum, \((p_{t,\text{coll}})_m\), must be equal to \(\sigma_{p_{t,\text{coll}}}^2\).

The transverse-momentum distribution of alpha-particle fragments originating from nucleus–nucleus collisions then appears to be a superposition of two Rayleigh distributions (1) with the variances \(\sigma_1^2\) and \(\sigma_2^2\).

We have analyzed the transverse-momentum distributions of alpha-particle fragments from Ne + Em and Si + Em interactions and the transverse-momentum distributions of spectator protons from Ne + Em interactions. Data from [10] on the transverse-momentum distributions of spectator protons that were identified by studying multiple Coulomb scattering along the tracks of singly charged fragments within the fragmentation cone are unique.

The numbers of fragments, the values of the parameters \(T\) and \(p_{t,\text{coll}}\) (or \(\sigma_{p_{t,\text{coll}}}^2\)), and the relative contribution \(a\) of the collective-interaction mechanism were determined by fitting a superposition of two Rayleigh forms to the experimental transverse-momentum distributions of alpha-particle and protonic fragments. The results obtained in this way are listed in Table 2, along with the computed values of the collective momentum \(p_{t,\text{coll}}\)
In Fig. 1, the transverse-momentum distributions of alpha-particle fragments from Ne + Em and Si + Em events generated according to the cascade–evaporation model are contrasted against the Rayleigh distributions at the values of the temperature $T$ from Table 2. The agreement between the former and the latter confirms the assumption that the first Rayleigh distribution in (1) is associated with the cascade–evaporation mechanism.

In Fig. 2, the transverse-momentum distributions of $(a)$ protons and $(b)$ alpha-particle fragments from Ne + Em collisions and $(c)$ alpha-particle fragments from Si + Em collisions are contrasted against the results of fitting in terms of two Rayleigh distributions. The dashed curves represent the contributions of the individual interaction mechanisms. According to the data in Fig. 2, the protons with transverse momenta in the range $p_t = 250–500$ MeV/c and the alpha-particle fragments with transverse momenta in the range $p_t = 500–800$ MeV/c can be produced only via the mechanism of collective interactions.

According to [14], the speed $c_0$ of the first sound in normal, cold nuclear matter is given by

$$c_0 = (1/3)\sqrt{K/m},$$

where $K$ is the compressibility modulus.

In sound waves, the values of $c_0$ are close to the root-mean-square velocity $\langle v_T^2 \rangle^{1/2}$ of the thermal motion of fragments [15]. The values of $c_0$ as calculated at the compressibility modulus of $K = 220 \pm 20$ MeV obtained from an analysis of data on giant monopole resonances [16] are given in Table 3, along with the values of $\langle v_T^2 \rangle^{1/2} = \sqrt{3TK/m}$. It can be seen that these velocities are nearly identical. The proximity of collective fragment velocities to the speed of sound is also manifested in a comparison of collective fragment momenta $p^\text{coll} = mc_0$ with the results that the fitting to data yields for the most probable values of the projections of collective fragment momenta onto the azimuthal plane, $(p^\text{coll})_t$. The predicted fragment-mass dependence of collective momenta is also confirmed (see Table 1).

That the absolute values of the velocities of protons and alpha-particle fragments are close to the corresponding speeds of the first sound in cold nuclear matter suggests that, in noncentral interactions of asymmetric nuclei—this is precisely the case that is under analysis here—there arise conditions for the formation of sound waves in the spectator part of the projectile nucleus.

### Table 2

<table>
<thead>
<tr>
<th>Interaction type</th>
<th>Number of fragments, $N$</th>
<th>Temperature, $T$, MeV</th>
<th>Contribution of collective interactions, $a$</th>
<th>$(p^\text{coll})_t$, MeV/c</th>
<th>Collective momentum of fragments, $p^\text{coll}$, MeV/c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ne + Em $\rightarrow p_f + X$</td>
<td>4275</td>
<td>7.86 ± 0.64</td>
<td>0.45 ± 0.06</td>
<td>136 ± 6.4</td>
<td>151.4 ± 6.9</td>
</tr>
<tr>
<td>Ne + Em $\rightarrow \alpha_f + X$</td>
<td>3465</td>
<td>5.62 ± 0.40</td>
<td>0.29 ± 0.05</td>
<td>273 ± 29</td>
<td>302 ± 14</td>
</tr>
<tr>
<td>Si + Em $\rightarrow \alpha_f + X$</td>
<td>1939</td>
<td>7.14 ± 2.9</td>
<td>0.27 ± 0.01</td>
<td>317 ± 58</td>
<td>302 ± 14</td>
</tr>
</tbody>
</table>

### Table 3

<table>
<thead>
<tr>
<th>Interaction type</th>
<th>Thermal velocity of fragments, $\langle v_T^2 \rangle^{1/2}$</th>
<th>Speed of sound, $c_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ne + Em $\rightarrow p_f + X$</td>
<td>0.158 ± 0.007</td>
<td>0.161 ± 0.015</td>
</tr>
<tr>
<td>Si + Em $\rightarrow \alpha_f + X$</td>
<td>0.067 ± 0.002</td>
<td>0.081 ± 0.007</td>
</tr>
<tr>
<td>Si + Em $\rightarrow \alpha_f + X$</td>
<td>0.076 ± 0.004</td>
<td>0.081 ± 0.007</td>
</tr>
</tbody>
</table>

### Table 4

<table>
<thead>
<tr>
<th>Interaction type</th>
<th>$N_d/N_p$</th>
<th>$N_d/N_p$ experimental data</th>
<th>$N_d/N_p$ cascade–evaporation model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ne + Em</td>
<td>0.521 ± 0.011</td>
<td>0.118 ± 0.007</td>
<td></td>
</tr>
<tr>
<td>Si + Em</td>
<td>0.429 ± 0.012</td>
<td>0.110 ± 0.002</td>
<td></td>
</tr>
</tbody>
</table>
SEPARATING THE CONTRIBUTIONS OF THE INTERACTION MECHANISMS

cascade–evaporation mechanism, emerge predominantly from peripheral interactions at large \( Q \) values. As the impact parameter is reduced, the number of events where only light fragments appear to be dissociation products grows. At identical values \( Q \), an increase in the number of interacting nucleons leads to the growth of the multiplicity of light fragments owing to the dissociation of alpha-particle fragments into nucleons. This suggests that processes occurring in spectators depend on the number of interacting nucleons.

The spectators are compressed not only because of the effect of a greater number of interacting projectile nucleons but also because of the expansion of the participant part of the projectile moderated down to stopping in the target nucleus. The probability of the latter process is expected to be sizable even at ultrarelativistic energies. This is due to a large fraction of the stoppings of projectiles in heavy nuclei (according to data presented in [19], this fraction is about 8.5% in the interactions of Si nuclei with heavy targets at a projectile momentum of 200 GeV/\( \pi \) per projectile nucleon). Within the pattern being considered, the spectator and participant parts of nuclei are interrelated even in this process because of finite dimensions of nuclei.

That the spectator density may undergo jumplike changes is suggested by the data from [20] on the transverse-momentum distribution of alpha-particle fragments formed in \( \text{Au} + \text{Em} \) interactions at a momentum of 10.6 GeV/\( \pi \) per projectile nucleon. These data were found there to be adequately fitted, at high transverse momenta, to a superposition of two Rayleigh distributions with \( \sigma_1 = 606 \pm 84 \text{ MeV}/\pi \) and \( \sigma_2 = 1620 \pm 828 \text{ MeV}/\pi \).

It is of crucial importance to obtain strongly compressed cold nuclear matter in order to observe, under laboratory conditions, a phase transition from hadronic matter to cold quark–gluon plasma (this phase transition is expected to occur at densities \( \rho \geq 3–5\rho_N \)).

**Fig. 1.** Transverse-momentum distributions of alpha-particle fragments from (a) Ne + Em and (b) Si + Em interactions generated according to the cascade–evaporation model. The curves represent Rayleigh distributions at the temperature values from Table 2.

**Fig. 2.** Transverse-momentum distributions of spectator fragments of projectile nuclei: (a) distribution of protons from Ne + Em collisions, (b) distribution of alpha-particle fragments from Ne + Em collisions, and (c) distribution of alpha-particle fragments from Si + Em collisions. Dashed curves represent the contributions of the individual mechanisms (long and short dashes correspond, respectively, to the cascade–evaporation and collective-interaction mechanisms), while solid curves show their sums.
Table 5. Most probable channels of dissociation of Ne and Si spectators

<table>
<thead>
<tr>
<th>Q</th>
<th>Dissociation channel</th>
<th>28Si + Em</th>
<th>22Ne + Em</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>p + Al</td>
<td>2p + C</td>
<td>p + α + B</td>
</tr>
<tr>
<td>13</td>
<td>p + C</td>
<td>2p + B</td>
<td>1.98 ± 0.49</td>
</tr>
<tr>
<td>12</td>
<td>2p + α + O</td>
<td>p + α + Be</td>
<td>2p + Ne</td>
</tr>
<tr>
<td>11</td>
<td>3p + 4α</td>
<td>5p + 3α</td>
<td>p + Ne</td>
</tr>
<tr>
<td>10</td>
<td>4p + 3α</td>
<td>6p + 2α</td>
<td>2.22 ± 0.52</td>
</tr>
<tr>
<td>9</td>
<td>3p + 3α</td>
<td>5p + 2α</td>
<td>2.72 ± 0.57</td>
</tr>
<tr>
<td>8</td>
<td>4p + 2α</td>
<td>2p + 3α</td>
<td>2.72 ± 0.57</td>
</tr>
<tr>
<td>7</td>
<td>4p + α</td>
<td>2p + 2α</td>
<td>4.07 ± 0.70</td>
</tr>
<tr>
<td>6</td>
<td>3p + α</td>
<td>5p</td>
<td>4.57 ± 0.74</td>
</tr>
<tr>
<td>5</td>
<td>3p +</td>
<td>3.83 ± 0.68</td>
<td>2.96 ± 0.60</td>
</tr>
<tr>
<td>4</td>
<td>4p</td>
<td>6.30 ± 0.87</td>
<td>5.18 ± 0.79</td>
</tr>
</tbody>
</table>
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Abstract—A large correlation of production and decay planes of the $\pi^+\pi^-\pi^-$ system in dissociation of a 40-GeV/$c$ $\pi^-$ beam on nuclear targets was observed. The dependence of the correlation on atomic number, Feynman variable, and transversal momentum, as well as on invariant mass of the pion triple and neutral pion pair, was investigated. It was shown that the phenomenon has a clear dynamical origin and resembles the single-spin asymmetry behavior. © 2000 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

The measurement of polarization at high energies is a complicated problem since the observation of a spin or total angular momentum projection is a nondirect one as a rule and explore features such as angular distribution in secondary scattering or in decay process. For a strong interaction process, parity and Lorentz invariance require that at least three momenta of particles (either spinless or spin-averaged) in a final state be measured.

Some years ago, the concept of handedness was introduced as a measure of polarization of parent particles (or decaying hadrons) [1]. It was defined as an asymmetry of a process probability $W$ with respect to a spatial component of an axial 4-vector $n_\mu \propto \epsilon_{\mu\nu\alpha\beta}k^\nu k^\alpha k^\beta$, where $k^\mu$ is the 4-momentum of particle (or a system) in question ($k = k_1 + k_2 + k_3 + \ldots$), with respect to some direction $i$ ($n_i = n \cdot i$)

$$H_i = \frac{W(n_i > 0) - W(n_i < 0)}{W(n_i > 0) + W(n_i < 0)} = \alpha_i P_i,$$  

which was shown to be proportional to polarization $P_i$ of the system (at least for spin 1/2 and spin 1), provided the analyzing power $\alpha$ is not zero. The direction $i$ could be chosen as longitudinal ($L$) with respect to the momentum $k$ or as transversal ones ($T1$ or $T2$).

In the previous publication [5], the attention was drawn to the fact that in diffractive production of pion triples [6]

$$\pi^- + A \rightarrow (\pi^- \pi^+ \pi^-) + A$$  

(transversal handedness $H_{T1}$) was observed. This paper is devoted to further experimental investigation of this phenomenon. It includes new information on the dependence of the transversal handedness on the variables:

(i) atomic number of the target;
(ii) transversal momenta of the pion triple;
(iii) Feynman variable $x_F$ of the leading $\pi^-$;
(iv) invariant mass of the triple;
(v) invariant mass of neutral pairs $\pi^+\pi^-$. Also the statistics were considerably increased.

2. DEFINITIONS AND NOTATION

For reaction (2), let us define the normal to the plane of production of a secondary pion triple ($\pi^-\pi^+\pi^-$)

$$N = v_{3p} \times v_b,$$  

where $v_b = k_b/\epsilon_b$ and $v_{3p} = k_{3p}/\epsilon_{3p}$ are velocities of the initial $\pi^-$ beam and the center of mass of the triple in laboratory frame, and indices $f$ and $l$ label fast and slow $\pi^-$'s. The normal to the “decay plane” of the triple in its center of mass is defined as

$$n = (v_f - v^+) \times (v_s - v^+),$$  

where $v_{f(s)}$ or $v^+$ are velocities of the fast (slow) $\pi^-$ or $\pi^+$. The transversal handedness according to (1) is

$$H_{T1} = \frac{W(N \cdot n > 0) - W(N \cdot n < 0)}{W(N \cdot n > 0) + W(N \cdot n < 0)},$$  

Two other components of the handedness connected with $n \cdot v_{3p}$ and $n \cdot (v_{3p} \times N)$ are forbidden by the parity conservation in the strong interaction.

---

*This article was submitted by the authors in English.

1In fact, an idea similar to the handedness was earlier proposed in works [2]. Its application to certain heavy quark decay was studied in [3]. A similar technique was also studied in [4].

2It is easy to show that this quantity is in fact Lorentz invariant.
1. For a given event, the handedness \( H_{T1} \) is defined as the correlation coefficient between the transverse momenta of the leading \( \pi^- \) in the direction of the Feynman variable \( x_F \) and the third \( \pi^- \) in the direction of the invariant mass of the leading pair \( m_{3\pi} \):

\[
H_{T1} = P_1 A P_2
\]

where \( P_1 = 13.79 \pm 6.09 \) and \( P_2 = -0.236 \pm 0.130 \). The handedness dependence on \( A \) is shown in Fig. 1.

2. The handedness dependence on \( x_F \) is shown in Fig. 2.

3. EXPERIMENTAL RESULTS AND DISCUSSION

In this work, the experimental material of the Bologna–Dubna–Milan collaboration for diffraction production of 40 GeV/c \( \pi^- \) into three pions was used. The details of the experiment were presented in the works [6]. Notice here that the admixture of nondiffractive events in the used set of experimental data was less than 1%.

The transversal handedness (5) was measured for a wide sample of nuclear targets: \( ^6\text{Be}, ^{12}\text{C}, ^{28}\text{Si}, ^{40}\text{Ti}, ^{63}\text{Cu}, ^{107}\text{Ag}, ^{181}\text{Ta}, \) and \( ^{207}\text{Pb} \). The total number of selected events of pion triples with leading \( \pi^- \) was about 250000.

The dependence of \( H_{T1} \) on the atomic number \( A \) is presented in Fig. 1. One can see that the handedness systematically decreases with increasing \( A \), which resembles a depolarization effect due to multiple scattering. That the effect magnitude decreases approximately in inverse proportion to the radius of the nucleus is an argument in support of this.

The value of the asymmetry (5) averaged over all nuclei is

\[
H_{T1} = (5.96 \pm 0.21)\%.
\]

Statistically, this is highly reliable verification of the existence of correlation of the triple production and decay planes in process (2).

The values of two other asymmetries with respect to correlations \( \mathbf{n} \cdot \mathbf{v}_{3\pi} \) and \( \mathbf{n} \cdot (\mathbf{v}_{3\pi} \times \mathbf{N}) \) were found to be comparable to zero from the same statistical material: \( H_{T1} = (0.25 \pm 0.21)\% \) and \( H_{T2} = (0.43 \pm 0.21)\% \), respectively. This is by no means surprising since they are forbidden by the parity conservation in process (2). Also, they show the order of magnitude of systematic errors.

A natural question is to what extent the effect observed is due to the kinematics or apparatus influence, in particular, due to acceptance of the experimental setup where the events have been registered. For this aim, the Monte Carlo events of reaction (2) were generated with a constant mass spectrum of the \( 3\pi \) system in the interval 0.6–2.5 GeV/c\(^2\) and zero outside and with the exponential decrease of the cross section in \( t' = t - t_{\min} \) with the slope (for beryllium) 40 (GeV/c\(^2\))\(^{-1}\) found experimentally. These events were traced through the apparatus simulation with the same trigger conditions as in [6] and the same selection of events and show no transversal handedness \( H_{T1} \).

\[
H_{T1}^{MC} = (0.20 \pm 0.28)\%.
\]

For two other asymmetries, forbidden by the parity conservation, the result was \((0.00 \pm 0.28)\% \) and \((-0.14 \pm 0.28)\% \), respectively. Thus, the effect (6) cannot be explained by the kinematics or apparatus influence.

To understand the nature of the effect observed, the dependence of the handedness (5) on the Feynman variable \( x_F = k_3/k_0 \) of the leading \( \pi^- \), on the invariant mass of the triple \( m_{3\pi} \) and its neutral subsystem \( m_{\pi^- \pi^-} \), and on the triple transversal momentum \( k_T \) was studied. From Fig. 2, one can see that the handedness (5) increases with \( x_F \), which resembles the behavior of the single-spin asymmetry (e.g., the pion asymmetry or the \( \Lambda \) polarization [7]).

The dependence of \( H_{T1} \) on the triple invariant mass (Fig. 3a) is especially interesting. It clearly indicates two different sources of \( H_{T1} \) with comparable contributions: a resonance and nonresonance one. The resonance contribution is clearly seen at the mass of \( a_1(1260) \) and \( \pi_3(1670) \) region and by all means is due to a nonzero polarization of the resonances. The nonresonance background could also be polarized, provided that the \( 3\pi \) system is predominantly in a state with the total angular momentum \( J \neq 0 \), e.g., if a neutral pair \( m_{\pi^- \pi^-} \) was predominantly produced from p decay. Some indication of this can be seen from Fig. 3b. In this context, the growth of \( H_{T1} \) in the region of small \( m_{3\pi} \), i.e., in the region of small relative momenta of pions, looks quite intriguing.
A complicated picture of the $k_T$ dependence with a sharp dip at $k_T = 0.05$–$0.07$ GeV/$c$ (Fig. 4) reflects the fact of interference of the resonance and nonresonance processes in the triple production. With further increase of $k_T$, the handedness increases, which resembles the single-spin asymmetry behavior too.

To check this assumption, the events with invariant mass $m_{3p}$ in the $a_1$ and $\pi_0$ resonance region 1.05–1.80 GeV were excluded from further analysis. This, however, does not lead us to a definite conclusion since, for Be and C, the dip disappears, but it is conserved for Si with some change of its form and width. The average value of the handedness stays at the same level 5–11% with high statistical significance.

Notice also that, in earlier study of reaction (2) at 4.5 GeV for the proton target at the hydrogen bubble chamber, no angular dependence of the normal n (4) was found, just as in the Regge pole exchange model, which provides a reasonable description of that experiment [8].

In conclusion, a rather large handedness transversal to the production plane was definitely observed in the diffractive production of $(\pi \pi' \pi)$ triples in the $\pi$-beam dissociation region. The phenomenon has a clear dynamical origin and in some features resembles the single-spin asymmetry behavior. For a more detailed study, a partial wave analysis of reaction (2) seems necessary for determination of different spin states contributing to the investigated effect.
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Fig. 3. The handedness dependence on (a) $m_{3p}$ and (b) $m_{\pi'\pi}$.

Fig. 4. The $k_T$ dependence of the handedness for a $^{28}$Si target.
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Abstract—The formation of an antiprotonic hydrogen atom \{p\ b\} (protonium) in the ground state and in excited states \((nlm)\) in collisions of 1- to 250-keV antiprotons with hydrogen atoms is considered theoretically. Partial cross sections (both differential and integrated ones) for this reaction are calculated for various values of \(n, l,\) and \(m\) up to \(n \sim 100\); cross sections summed over \(l\) and \(m\) are also obtained. Statistical (polarization) tensors of the orbital angular momentum of protonium atoms are evaluated. Corrections due to strong proton–antiproton interaction in the protonium ground \((1s)\) state are analyzed.

1. INTRODUCTION

Investigation of antiprotonic atoms is a vigorously developing branch of modern physics (for an overview, see [1]). The majority of studies dealt with the states formed as the result of the capture of stopped antiprotons into highly excited atomic orbits that was followed by cascade transitions. In this process, the antiprotons could miss low-lying states of antiprotonic atoms—especially in medium-mass and heavy atoms—because of their absorption by nuclei from higher orbits. Consequently, it seems interesting to study the formation of antiprotonic atoms by antiprotons in flight.

Here, we consider theoretically the formation of the simplest antiprotonic atom, protonium \{p\ b\}, in the interaction of an antiproton \(\bar{p}\) with a ground-state hydrogen atom,

\[
\bar{p} + H(1s) \rightarrow \{p\ b\}_{nlm} + e,
\]

\(n, l,\) and \(m\) being protonium quantum numbers. We perform our calculations within the first Born approximation in Coulomb interaction. This approximation is quite accurate for incident-antiproton energies in the range \(E = 1–250\) keV (in laboratory frame) considered here. For various values of \(n, l,\) and \(m\) up to \(n \sim 100\), we calculate partial cross sections for reaction (1), both differential and integrated ones; we also determine the cross section summed over \(l\) and \(m\). In addition, we derive the statistical tensors of the protonium orbital angular momentum. We also analyze corrections due to strong interaction in the protonium ground \((1s)\) state.

For \(n = 1\) and \(E = 50–250\) keV, reaction (1) was considered by Roy and Deb [2], who disregarded strong-interaction effects. Their study is not free, however, from miscalculations, which those authors tried to correct in [3]. It should be noted that there are inaccuracies in [3] as well: the absolute values presented there for the differential and integrated cross sections do not comply with each other (possibly, this is because there were inconsistencies in units in which these cross sections were given).

At lower energies, the formation of mesic and antiprotonic atoms was considered in a series of studies of Korenman et al. (see [4] and references therein), who calculated the integrated partial cross sections for exotic-atom formation that were summed over \(m\).

2. BASIC EQUATIONS

2.1. Born Approximation

In the first Born approximation, the amplitude of reaction (1) has the form

\[
T(k_f, k_i) = \langle k_f, \varphi_{12}\ | V_{23} + V_{31} | k_i, \varphi_{23}\rangle = T^{(1)} + T^{(2)},
\]

where the subscripts 1, 2, and 3 are associated with the particles \(\bar{p}, p,\) and \(e,\) respectively; \(k_i\) and \(k_f\) stand for, respectively, the proton and protonium 3-momenta in the cm. frame; \(\varphi_{23}\) and \(\varphi_{12}\) are the hydrogen and protonium wave functions; \(V_{23}\) and \(V_{31}\) are the corresponding Coulomb interaction potentials; and \(T^{(1)}\) and \(T^{(2)}\) are determined by the interactions \(V_{23}\) and \(V_{31},\) respectively.

The amplitude \(T^{(1)}\) has the simple form

\[
T^{(1)}(k_f, k_i) = \frac{\mu^2_{23}}{2\mu_{23}} \tilde{\varphi}_{12}(q_i) \tilde{\varphi}_{23}(q_f),
\]

where \(\tilde{\varphi}_{12}\) and \(\tilde{\varphi}_{23}\) are, respectively, the proton and hydrogen-atom wave functions in the momentum representation; \(\mu_i = m_im_j/(m_i + m_j);\) \(\mu_{23} = ZZe^2m_i/m;\) \(m, (Ze)\) is the mass (charge) of the particle \(i;\) and \(n\) is the prin-
principal quantum number. The relative momenta on the right-hand side of (3) are

\[ q_1 = k_i - \frac{1}{2} k_f, \quad q_2 = \lambda k_i - k_f, \]

(4)

where \( \lambda = \frac{m_3}{m_2 + m_3} \ll 1 \).

For the purely Coulomb interaction, the momentum-representation wave function of the two-particle \( i-j \) bound state characterized by the quantum numbers \( n, l \), and \( m \) has the form [5]

\[ \tilde{\psi}_{ij}(\mathbf{q}) = \tilde{R}_{nl}(\mathbf{q}) Y_{lm}(\mathbf{q}), \]

(5)

\[ \tilde{R}_{nl}(\mathbf{q}) = \tilde{N}_{nl} \frac{d}{(q^2 + \kappa_{ij}^2)^{i+rac{1}{2}} + C_{n-l+1}^d \left( \frac{q^2 - \kappa_{ij}^2}{q^2 + \kappa_{ij}^2} \right)^{i+1}} \]

\[ \tilde{N}_{nl} = (2\pi)^{3/2} \frac{2^{2i+5} n(n-l-1)!}{\pi (n+l)!} \left[ l! \kappa_{ij}^{(2i+5)/2} \right], \]

where \( C_{n-l+1}^d (x) \) are Gegenbauer polynomials. In this study, we assume that the hydrogen target is in the ground state.

The amplitude \( T^{(2)} \) is given by

\[ T^{(2)}(k_i, k_f) = 4\pi \left\{ \frac{d^3 p}{(2\pi)^3} \tilde{\Phi}_{12}(\mathbf{q}_{12}) \frac{1}{q_{31}^2} \tilde{\psi}^*(\mathbf{p}) \right\} \]

(6)

\[ q_{12} = q_1 - q_2 + \mathbf{p}, \quad q_{31} = q_2 - \mathbf{p}. \]

Employing the explicit form of the Gegenbauer polynomials [6], we express (6) as

\[ T^{(2)}(k_i, k_f) = 32\pi^{3/2} \kappa_{23}^{5/2} \tilde{N}_{nl} \frac{(n+l)!}{(n-l-1)!(2l+1)!} \]

(7)

\[ \times \sum_{i-1}^{n-1} \frac{1}{a_i(n, l)} \frac{d^3 p}{(2\pi)^3} \tilde{q}_{12} \frac{1}{q_{31}^2} \tilde{\psi}_{12}^*(\mathbf{p}), \]

\[ \times \frac{1}{2^{l+1} (p^2 + \kappa_{12}^2)^L} \]

\[ \times \frac{1}{q_{31}^2 (p^2 + \kappa_{23}^2)^L} Y_{lm}(\mathbf{q}_{12}), \]

where \( n, l, \) and \( m \) are the protonium quantum numbers; \( L = l + k + 2 \); and the coefficients \( a_i(n, l) \) are determined by the recurrence relations

\[ a_0 = 1, \quad a_k = -a_{k-1} \kappa_{12}^2 \frac{(n+l+k)(n-l-k)}{k(k+l+k+1/2)}. \]

(8)

By applying the Feynman integral representation

\[ \frac{1}{A^{N_1} B^{N_2}} = \frac{(N_1 + N_2)!}{(N_1 - 1)!(N_2 - 1)!} \]

\[ \times \int_0^1 d\alpha_1 \alpha_1^{N_1-1} (1 - \alpha_1)^{N_2-1} \]

(9)

\[ D = \alpha_1 \alpha_2 A + (1 - \alpha_1) \alpha_2 B + (1 - \alpha_2) C, \]

\[ A = q_{12}^2 + \kappa_{12}^2, \quad B = p^2 + \kappa_{23}^2, \quad C = q_{31}^2, \]

to the integrand on the right-hand side of (7), we can recast the integral in (7) with respect to \( \mathbf{p} \) into the form

\[ I_p = L(L+1)(L+2) \int_0^1 d\alpha_1 \alpha_1^{L-1} (1 - \alpha_1) \]

(10)

\[ \times \frac{d^3 k}{(2\pi)^3} \frac{1}{(k^2 + d)^{L+3/2} q_{12}^2 Y_{lm}^*(\mathbf{q}_{12})}, \]

where

\[ d = a - b^2, \]

\[ a = \alpha_1 \alpha_2 (q^2 + \kappa_{12}^2) + (1 - \alpha_1) \alpha_2 \kappa_{23}^2 + (1 - \alpha_2) q_{31}^2, \]

\[ b = \alpha_1 \alpha_2 q - (1 - \alpha_2) q_{31}, \quad q = q_1 - q_2, \]

\[ k = \mathbf{p} + \mathbf{b}. \]

Employing the well-known transformation

\[ q_{12} Y_{lm}^* = \sqrt{4\pi} \sum I_{l_1 + l_2 = l, m_1, m_2} Q^{l_1} k^{l_2} \left[ \frac{(2l+1)!}{(2l_1+1)(2l_2+1)!} \right]^{1/2} \]

(12)

\[ \times (l_1 m_1 l_2 m_2 | m) Y_{l_1 m_1} (\hat{Q}) Y_{l_2 m_2}^*(\hat{k}), \]

\[ q_{12} = \mathbf{Q} + \mathbf{k}, \]

\[ Q = \mathbf{q} - \mathbf{b} = (1 - \alpha_1 \alpha_2) \mathbf{q}_1 - \alpha_2 (1 - \alpha_1) \mathbf{q}_2, \]

where \((aabc\beta|\gamma)\) stands for Clebsch–Gordan coefficients, we can perform integration in (10) first with respect to \( \mathbf{k} \) and then with respect to \( \alpha_2 \). As a result, we obtain

\[ I_p = \frac{1}{4\pi} \Gamma(L + 3/2) \]

(13)

\[ \times \sum I_{l_1 + l_2 = l} \frac{(2l+1)!}{(2l_1+1)(2l_2+1)!} \]

\[ \times \left\{ \sum_{m_1, m_2} (l_1 m_1 l_2 m_2 | l m) Y_{l_1 m_1}^*(\hat{Q}) Y_{l_2 m_2}^*(\hat{k}) \right\} \]

\[ \times \int_0^1 d\alpha_1 \alpha_1^{l_2-1} (1 - \alpha_1)^{l_1+1} \]

\[ \times \frac{1}{U^{l_2 + 3/2} (1 + W/U)^{l_1 + k + 3/2}} \]
replaced by a finite one, with an upper limit to the dipole approximation.

\[ U = \alpha_1 (1 - \alpha_1) q^2 + \alpha_1 \kappa_{12}^2 + (1 - \alpha_1) \kappa_{23}^2, \]
\[ W = (\alpha_1 q + q_2)^2, \]

where \( F_1(a, b, c; x) \) is a hypergeometric function of two variables [6]; in the case being considered, it takes the form of a finite sum.

Eventually, the amplitude \( T^{(2)} \) is expressed in terms of a one-dimensional integral with respect to the variable \( \alpha_1 \). If the quantization axis is aligned with the 3-momentum vector \( \mathbf{k} \), the absolute value of the amplitude \( T \) is independent of the azimuthal angle of the 3-momentum vector \( \mathbf{k} \).

2.2. Multipole Expansion

In order to optimize an approximate calculation of the cross sections, we will recast the amplitude \( T \) into a different form. For this, we represent the right-hand side of (2) as the integral

\[ T(\mathbf{k}, \mathbf{k}_j) = \int d^3 r_{12} d^3 r_{23} e^{i \mathbf{k} \cdot \mathbf{r}_{12}} \phi_{12}^* \phi_{23}(\mathbf{r}_{12}) \]
\[ \times \left( \frac{1}{r_{31}} - \frac{1}{r_{23}} \right) \Phi_{23}(\mathbf{r}_{23}) e^{i \mathbf{k} \cdot \mathbf{r}_j}, \tag{14} \]

where \( \mathbf{r}_{ij} = \mathbf{r}_j - \mathbf{r}_i \) is the relative coordinate of the particles \( i \) and \( j \), while \( \mathbf{p}_i \) is the coordinate of the particle \( i \) with respect to the center of mass of the particles \( j \) and \( k \); \( \mathbf{p}_3 = \mathbf{r}_{12} + \lambda \mathbf{r}_{23} \) and \( \mathbf{p}_3 = -\frac{1}{2} \mathbf{r}_{12} - \mathbf{r}_{23} \). Considering that the protonium size, which specifies, through the function \( \phi_{12}^* (\mathbf{r}_{12}) \), the effective range of the variable in the integral in (14), is much less than that of the hydrogen atom, which is described by the function \( \phi_{23}(\mathbf{r}_{23}) \), and employing the constraint \( r_{31} = -(\mathbf{r}_{12} + \mathbf{r}_{23}) \), we can represent the sum of the potentials in (14) as a multipole expansion in powers of the small ratio \( r_{12}/r_{23} \).

Specifically, we have

\[ \frac{1}{r_{31}} - \frac{1}{r_{23}} = \frac{1}{r_{23}} \sum_{L=1}^{\infty} (-1)^L \left( \frac{r_{12}}{r_{23}} \right)^L P_L(\hat{r}_{12} \cdot \hat{r}_{23}), \tag{15} \]

where \( P_L \) stands for Legendre polynomials. The first term on the right-hand side of (15) \((L = 1)\) corresponds to the dipole approximation.

In specific calculations, the infinite sum in (15) is replaced by a finite one, with an upper limit \( L_{\text{max}} \) being determined by the desired accuracy of cross-section estimations. Substituting (15) into (14), we can approximate \( T \) by \( T^a \) as

\[ T = T^a \]
\[ = 4\pi \sum_{L=1}^{L_{\text{max}}} (-1)^L \frac{1}{2L+1} \sum_{M=-L}^{L} T_{LM}^{(12)}(\mathbf{q}_1) T_{LM}^{(23)}(\mathbf{q}_2), \tag{16} \]

where

\[ T_{LM}^{(12)}(\mathbf{q}_1) = \int d^3 r_{12} e^{i \mathbf{q}_1 \cdot \mathbf{r}_{12}} \phi_{12}^* \phi_{23}(\mathbf{r}_{12}) L_{LM}(\hat{r}_{12}), \tag{17} \]
\[ T_{LM}^{(23)}(\mathbf{q}_2) = \int d^3 r_{23} e^{i \mathbf{q}_2 \cdot \mathbf{r}_{23}} \phi_{23}(\mathbf{r}_{23}) (2L+1)^{-1/2} Y_{LM}(\hat{r}_{23}). \tag{18} \]

In the coordinate representation, the Coulomb wave functions of the \( i-j \) bound state with quantum numbers \( n, l, m \) are given by [5]

\[ \phi_{ij}(\mathbf{r}_{ij}) = i^l R_{nl}(\mathbf{r}_{ij}) Y_{lm}(\hat{r}_{ij}), \]
\[ R_{nl}(\mathbf{r}_{ij}) = N_{nl}(2\kappa_{ij} \mathbf{r}_{ij}) e^{-\kappa_{ij} \mathbf{r}_{ij}} \times \Phi(-n + l + 1, 2l + 2; 2\kappa_{ij} \mathbf{r}_{ij}), \tag{19} \]
\[ N_{nl} = \frac{1}{(2l+1)!} \left( \frac{(n + l)!}{2n(n - l)!} \right)^{1/2} (2\kappa_{ij})^{3/2}, \]

where \( \Phi(a, c; x) \) is a confluent hypergeometric function; in the case being considered, it represents a finite sum. Suppose that the hydrogen target is in the ground state, which is described by the wave function

\[ \phi_{23}(\mathbf{r}_{23}) = \frac{\mu_{23}^{3/2}}{\sqrt{\pi}} e^{-\mu_{23}^2 r_{23}^2}. \tag{20} \]

From (18), we then obtain

\[ T_{LM}^{(23)}(\mathbf{q}_2) = 4\pi i^{L} \frac{\mu_{23}^{3/2} q_2^{-1/2}}{2^L} \left( 1 + \frac{\mu_{23}^2}{q_2^2} \right)^{L-1/2} \]
\[ \times \frac{1}{\Gamma(L + 1/2)} \int \left[ \left( \frac{\mu_{23}^2}{q_2^2} \right)^{L-1} \right]^{1/2} \left( \frac{\mu_{23}^{2L}}{q_2^L} \right) \frac{1}{(L - 1)!} \frac{1}{q_2^L} \]
\[ \times Y_{LM}^*(\hat{q}_2). \tag{21} \]

Since \( \mu_{23}^2/q_2^2 \ll 1 \), the hypergeometric series on the right-hand side of (21) converges fast.

Performing integration in (17) with respect to \( r_{12} \) and employing a finite-sum representation for the function \( \Phi \), which appears in expression (19) for the protonium wave function \( \phi_{12}(\mathbf{r}_{12}) \), we can easily obtain

\[ T_{LM}^{(12)}(\mathbf{q}_1) = i^{-1} \pi \frac{2L+1}{2L+1} N_{nl} \times 2^{L+3} \kappa_{12}^{2L+3} \]
3) Presently, there are no relevant data.  

2) We note that these cross sections depend only on two different mechanisms of reaction (1). The amplitude $T^{(2)}$ corresponds to the pole mechanism of proton pickup by the antiproton, while $T^{(2)}$ describes protonium formation via the exchange scattering of the incident antiproton by the target electron (this mechanism can be represented by a triangle Feynman diagram). By way of example, the cross sections $d\sigma_{nlm}/d\Omega$ for $n = 3, l = 2, m = 0, 1, 2$ at $E = 50$ keV are presented in Figs. 1–3 as functions of the scattering angle $\theta$ in the c.m. frame. Figure 1a shows the cross sections $d\sigma_{nlm}/d\Omega$ and $d\sigma_{nlm}/d\Omega$ calculated with the amplitudes $T^{(1)}$ and $T^{(2)}$, respectively, while Fig. 1b displays the cross section $d\sigma_{nlm}/d\Omega$ corresponding to the summed amplitude $T$. It should be noted that the cross section $d\sigma_{nlm}/d\Omega$ is much smaller than each of the cross sections $d\sigma_{nlm}/d\Omega$.

It should be emphasized that the hypergeometric function $F$ in (22) reduces to a finite sum.

3. RESULTS AND DISCUSSION

3.1. Differential and Total Cross Sections

Employing the above expressions for the amplitudes $T$ and $T^{(2)}$, we have calculated the partial differential and integrated cross section ($d\sigma_{nlm}/d\Omega$ and $\sigma_{nlm}$, respectively) for reaction (1), which leads to protonium formation in states that are characterized quantum numbers $n, l, m$. In addition, we have calculated the cross sections

$$\sigma_{nl} = \sum_{m} \sigma_{nlm}, \quad \sigma_{n} = \sum_{lm} \sigma_{nlm}. \quad (24)$$

Our calculations were performed for incident-antiproton energies in the range $E = 1–250$ keV (in laboratory frame).3

As can be seen from (2), the amplitude $T$ is given by the sum of two amplitudes representing two different mechanisms of reaction (1). The amplitude $T^{(1)}$ corre-

---

**Fig. 1.** (a) Partial differential cross section $d\sigma_{nlm}/d\Omega$ calculated at $E = 50$ keV with (curve 1) the amplitude $T^{(1)}$ and (curve 2) the amplitude $T^{(2)}$. (b) Same cross section calculated with the summed amplitude $T = T^{(1)} + T^{(2)}$

**Fig. 2.** As in Fig. 1, but for the cross section $d\sigma_{nlm}/d\Omega$. 

---

2 We note that these cross sections depend only on $|m|$.  
3 Presently, there are no relevant data.
Table 1. Partial cross sections $\sigma_{nlm}(E)$ (in a.u.)

<table>
<thead>
<tr>
<th>nlm</th>
<th>Energy, keV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>100</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td></td>
</tr>
<tr>
<td>210</td>
<td></td>
</tr>
<tr>
<td>211</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td></td>
</tr>
<tr>
<td>310</td>
<td></td>
</tr>
<tr>
<td>311</td>
<td></td>
</tr>
<tr>
<td>320</td>
<td></td>
</tr>
<tr>
<td>321</td>
<td></td>
</tr>
<tr>
<td>322</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td></td>
</tr>
<tr>
<td>410</td>
<td></td>
</tr>
<tr>
<td>411</td>
<td></td>
</tr>
<tr>
<td>420</td>
<td></td>
</tr>
<tr>
<td>421</td>
<td></td>
</tr>
<tr>
<td>422</td>
<td></td>
</tr>
<tr>
<td>430</td>
<td></td>
</tr>
<tr>
<td>431</td>
<td></td>
</tr>
<tr>
<td>432</td>
<td></td>
</tr>
<tr>
<td>433</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3. As in Fig. 1, but for the cross section $d\sigma_{322}/d\Omega$. 

Figures 2 and 3 present the cross sections for transitions into the (321) and (322) states, respectively. From these figures, it can be seen that, at $|m| \neq 0$, the cross sections $d\sigma_{nlm}/d\Omega$ have a peak, which becomes narrower with increasing $|m|$. It can also be seen that the interference of the amplitudes $T^{(1)}$ and $T^{(2)}$ is constructive at $|m| = 1$ and destructive at $|m| = 2$. The results of the calculations for transitions into other protonium states at various energies reveal that the shape of the differential cross sections is weakly sensitive to variations in the quantum numbers $n$ and $l$.

Table 1 quotes the integrated partial cross sections $\sigma_{nlm}$ for the four lowest shells $(n=1–4)$ calculated with the amplitude $T$ (see Section 2.1). It can be seen that, for $E \geq 100$ keV, the maximum values of $\sigma_{nlm}$ at fixed $n$ are achieved for transitions to the $l = 0$ states. For $E \leq 50$ keV, $\sigma_{nlm}$ can peak either at $l = 1$ or at $l = 2$, with $m$ always being zero. At fixed values of $n$ and $l$, the cross section $\sigma_{nlm}$ decreases with increasing $|m|$. Among data presented in Table 1, this is not so only at $E = 1$ keV, in which case $\sigma_{431} > \sigma_{430}$. Finally, all the cross sections decrease monotonically with increasing energy.

A calculation of the cross sections according to the expressions from Section 2.1 is disadvantageous in that it consumes a great amount of machine time at large values of $n$ and $l$. The calculations can be considerably simplified by using the multipole expansion described in Section 2.2 (amplitude $T^q$). Within this approach, the
Table 2. Cross sections $\sigma_n(E)$ (in a.u.)

<table>
<thead>
<tr>
<th>$n$</th>
<th>1</th>
<th>10</th>
<th>50</th>
<th>100</th>
<th>150</th>
<th>200</th>
<th>250</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$1.23 \times 10^{-13}$</td>
<td>$5.62 \times 10^{-14}$</td>
<td>$9.11 \times 10^{-16}$</td>
<td>$4.72 \times 10^{-17}$</td>
<td>$6.54 \times 10^{-18}$</td>
<td>$1.48 \times 10^{-19}$</td>
<td>$4.51 \times 10^{-20}$</td>
</tr>
<tr>
<td>2</td>
<td>$3.17 \times 10^{-10}$</td>
<td>$1.45 \times 10^{-12}$</td>
<td>$8.01 \times 10^{-16}$</td>
<td>$1.77 \times 10^{-17}$</td>
<td>$1.76 \times 10^{-18}$</td>
<td>$3.33 \times 10^{-19}$</td>
<td>$9.07 \times 10^{-20}$</td>
</tr>
<tr>
<td>3</td>
<td>$6.96 \times 10^{-9}$</td>
<td>$2.14 \times 10^{-12}$</td>
<td>$3.64 \times 10^{-16}$</td>
<td>$6.56 \times 10^{-18}$</td>
<td>$6.06 \times 10^{-19}$</td>
<td>$1.11 \times 10^{-19}$</td>
<td>$2.96 \times 10^{-20}$</td>
</tr>
<tr>
<td>4</td>
<td>$3.62 \times 10^{-8}$</td>
<td>$1.75 \times 10^{-12}$</td>
<td>$1.80 \times 10^{-16}$</td>
<td>$3.00 \times 10^{-18}$</td>
<td>$2.70 \times 10^{-19}$</td>
<td>$4.86 \times 10^{-20}$</td>
<td>$1.28 \times 10^{-20}$</td>
</tr>
<tr>
<td>5</td>
<td>$9.06 \times 10^{-8}$</td>
<td>$1.24 \times 10^{-12}$</td>
<td>$9.89 \times 10^{-17}$</td>
<td>$1.59 \times 10^{-18}$</td>
<td>$1.41 \times 10^{-19}$</td>
<td>$2.54 \times 10^{-20}$</td>
<td>$6.68 \times 10^{-21}$</td>
</tr>
<tr>
<td>6</td>
<td>$1.51 \times 10^{-7}$</td>
<td>$8.66 \times 10^{-13}$</td>
<td>$5.96 \times 10^{-17}$</td>
<td>$9.41 \times 10^{-19}$</td>
<td>$8.30 \times 10^{-20}$</td>
<td>$1.48 \times 10^{-20}$</td>
<td>$3.90 \times 10^{-21}$</td>
</tr>
<tr>
<td>7</td>
<td>$1.97 \times 10^{-7}$</td>
<td>$6.11 \times 10^{-13}$</td>
<td>$3.85 \times 10^{-17}$</td>
<td>$6.00 \times 10^{-19}$</td>
<td>$5.27 \times 10^{-20}$</td>
<td>$9.39 \times 10^{-21}$</td>
<td>$2.47 \times 10^{-21}$</td>
</tr>
<tr>
<td>8</td>
<td>$2.23 \times 10^{-7}$</td>
<td>$4.43 \times 10^{-13}$</td>
<td>$2.62 \times 10^{-17}$</td>
<td>$4.05 \times 10^{-19}$</td>
<td>$3.55 \times 10^{-20}$</td>
<td>$6.33 \times 10^{-21}$</td>
<td>$1.66 \times 10^{-21}$</td>
</tr>
<tr>
<td>9</td>
<td>$2.30 \times 10^{-7}$</td>
<td>$3.27 \times 10^{-13}$</td>
<td>$1.86 \times 10^{-17}$</td>
<td>$2.86 \times 10^{-19}$</td>
<td>$2.50 \times 10^{-20}$</td>
<td>$4.45 \times 10^{-21}$</td>
<td>$1.17 \times 10^{-21}$</td>
</tr>
<tr>
<td>10</td>
<td>$2.24 \times 10^{-7}$</td>
<td>$2.47 \times 10^{-13}$</td>
<td>$1.37 \times 10^{-17}$</td>
<td>$2.09 \times 10^{-19}$</td>
<td>$1.83 \times 10^{-20}$</td>
<td>$3.25 \times 10^{-21}$</td>
<td>$8.52 \times 10^{-22}$</td>
</tr>
<tr>
<td>20</td>
<td>$7.79 \times 10^{-8}$</td>
<td>$3.49 \times 10^{-14}$</td>
<td>$1.75 \times 10^{-18}$</td>
<td>$2.65 \times 10^{-20}$</td>
<td>$2.31 \times 10^{-21}$</td>
<td>$4.09 \times 10^{-22}$</td>
<td>$1.07 \times 10^{-22}$</td>
</tr>
<tr>
<td>30</td>
<td>$2.47 \times 10^{-8}$</td>
<td>$1.06 \times 10^{-14}$</td>
<td>$5.21 \times 10^{-19}$</td>
<td>$7.87 \times 10^{-21}$</td>
<td>$6.84 \times 10^{-22}$</td>
<td>$1.21 \times 10^{-22}$</td>
<td>$3.14 \times 10^{-22}$</td>
</tr>
<tr>
<td>40</td>
<td>$1.12 \times 10^{-8}$</td>
<td>$4.50 \times 10^{-15}$</td>
<td>$2.20 \times 10^{-19}$</td>
<td>$3.32 \times 10^{-21}$</td>
<td>$2.89 \times 10^{-22}$</td>
<td>$5.13 \times 10^{-23}$</td>
<td>$1.34 \times 10^{-23}$</td>
</tr>
<tr>
<td>50</td>
<td>$6.84 \times 10^{-9}$</td>
<td>$2.31 \times 10^{-15}$</td>
<td>$1.13 \times 10^{-19}$</td>
<td>$1.70 \times 10^{-21}$</td>
<td>$1.48 \times 10^{-22}$</td>
<td>$2.62 \times 10^{-23}$</td>
<td>$6.86 \times 10^{-24}$</td>
</tr>
<tr>
<td>60</td>
<td>$4.03 \times 10^{-9}$</td>
<td>$1.34 \times 10^{-15}$</td>
<td>$6.53 \times 10^{-20}$</td>
<td>$9.85 \times 10^{-22}$</td>
<td>$8.56 \times 10^{-23}$</td>
<td>$1.52 \times 10^{-23}$</td>
<td>$3.97 \times 10^{-24}$</td>
</tr>
<tr>
<td>70</td>
<td>$2.57 \times 10^{-9}$</td>
<td>$8.45 \times 10^{-16}$</td>
<td>$4.11 \times 10^{-20}$</td>
<td>$6.20 \times 10^{-22}$</td>
<td>$5.39 \times 10^{-23}$</td>
<td>$9.55 \times 10^{-24}$</td>
<td>$2.50 \times 10^{-24}$</td>
</tr>
<tr>
<td>80</td>
<td>$1.73 \times 10^{-9}$</td>
<td>$5.67 \times 10^{-16}$</td>
<td>$2.75 \times 10^{-20}$</td>
<td>$4.16 \times 10^{-22}$</td>
<td>$3.61 \times 10^{-23}$</td>
<td>$6.40 \times 10^{-24}$</td>
<td>$1.67 \times 10^{-24}$</td>
</tr>
<tr>
<td>90</td>
<td>$1.23 \times 10^{-9}$</td>
<td>$3.98 \times 10^{-16}$</td>
<td>$1.94 \times 10^{-20}$</td>
<td>$2.92 \times 10^{-22}$</td>
<td>$2.54 \times 10^{-23}$</td>
<td>$4.49 \times 10^{-24}$</td>
<td>$1.18 \times 10^{-24}$</td>
</tr>
<tr>
<td>100</td>
<td>$8.96 \times 10^{-10}$</td>
<td>$2.90 \times 10^{-16}$</td>
<td>$1.41 \times 10^{-20}$</td>
<td>$2.13 \times 10^{-22}$</td>
<td>$1.85 \times 10^{-23}$</td>
<td>$3.28 \times 10^{-24}$</td>
<td>$8.57 \times 10^{-25}$</td>
</tr>
</tbody>
</table>

behavior of the cross section $\sigma_n$ at $E = 250$ keV set in from $n = 3$.

3.2. Inclusion of Strong Interaction

In the above calculations, we have taken no account of strong proton–antiproton interaction. Its effect on the features of the antiprotonic atoms was considered in a number of studies (see, for example, [7–9] and references therein). In order to assess roughly the implications of this effect for the cross sections considered here, we make use of the circumstance that the range of strong interaction is much less than the protonium size. In a rough approximation, we can assume that the strong-interaction effect reduces to a shift of protonium levels in relation to those in a purely Coulomb field. According to experimental data reported in [1], this shift is sizable only for the protonium ground (1s) state, $\Delta E_{1s} = -0.73 \pm 0.04$ keV. For other levels, it is negligible.

The effect of strong proton–antiproton interaction on the cross section for protonium formation in the ground state ($nlm = 100$) is illustrated in Table 3. There, the cross section $\tilde{\sigma}_{100}$ differs from the cross section $\sigma_{100}$ which was considered above, only in that, in the matrix element (17), the purely Coulomb wave function of the protonium ground (1s) state, $\varphi_{12} = \bar{C} e^{-kr}$, is replaced by the function $\tilde{\varphi}_{12} = \tilde{C} (\bar{k} r)^{\eta-1} e^{-kr}$; in these
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Table 3. Inclusion of strong interaction

<table>
<thead>
<tr>
<th>Energy, keV</th>
<th>$\tilde{\sigma}/\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.28</td>
</tr>
<tr>
<td>10</td>
<td>1.16</td>
</tr>
<tr>
<td>50</td>
<td>0.97</td>
</tr>
<tr>
<td>100</td>
<td>0.9</td>
</tr>
<tr>
<td>150</td>
<td>0.85</td>
</tr>
<tr>
<td>200</td>
<td>0.83</td>
</tr>
<tr>
<td>250</td>
<td>0.81</td>
</tr>
</tbody>
</table>

Table 4. Statistical tensors $\rho_{0\ell}(l)$

| $\ell$ | $\rho_{0\ell}(l)$ | Energy, keV | $|\rho_{0\ell}(l)|_{\text{max}}$ |
|--------|-------------------|-------------|---------------------------------|
| 1      | 0.66              | 1           | 0.66                            |
| 2      | 0.6              | 10          | 0.6                            |
| 3      | 0.5              | 50          | 0.5                            |
| 4      | 0.4              | 100         | 0.4                            |

The data in Table 3 show that the effect in question is not negligible. Its magnitude and even sign (we imply the difference $\tilde{\sigma}_{100} - \sigma_{100}$) are dependent on energy.

3.3. Evaluation of Statistical Tensors for Reaction (1)

The results of our calculations reveal that the cross sections $\sigma_{\ell\ell'm'}$ depend greatly on $|m|$ (see Table 1). This suggests a noticeable alignment of the orbital angular momentum $l$ of the protonium for $l \neq 0$. This effect is commonly described in terms of the statistical tensors (see, for example, [10])

$$
\rho_{k\ell}(l) = \sqrt{2l+1} \sum_{m, m'} (-1)^{l-m'} (l|l| l - m|k\kappa|\rho_{\ell}(m, m'))
$$

where $\rho_{\ell}(m, m')$ is the angular-momentum density matrix satisfying the condition $tr\rho_{\ell} = \sum_{m} \rho_{\ell}(m, m) = 1$.

If the system possesses cylindrical symmetry, as it does in the case under consideration, the density matrix is diagonal in $m$. By averaging the density matrix for reaction (1) over the scattering angle, we can obtain

$$
\rho_{n}(m, m') = \delta_{mm'} \frac{\sigma_{nlm}}{\sigma_{nl}}.
$$

Taking into account the definition in (25), we can conclude that, in the case of a diagonal density matrix, the statistical tensors $\rho_{k\ell}(l)$ vanish for $\kappa \neq 0$. There is an additional constraint on the density matrix: from the relation $\sigma_{m-l} = \sigma_{nlm}$. It follows that $\rho_{k\ell}(l)$ can be non-zero only for even $k$.

For reaction (1), the statistical-tensor components $\rho_{0\ell}(l)$ calculated according to (25) and (26) at $n = 2$ and 3 for energies in the range $E = 1–100$ keV are presented in Table 4. We note that the $\rho_{0\ell}(l)$ values calculated for energies of $E \geq 100$ keV virtually coincide with those calculated at $E = 100$ keV; therefore, they are not presented here. The maximal possible values $|\rho_{0\ell}(l)|_{\text{max}}$ satisfying the definition in (25) are quoted in the last column of Table 4. It can be seen that the computed values of $|\rho_{0\ell}(l)|$ are sufficiently close to the maximal possible ones. It follows that the angular distributions of photons emitted from the excited states of protonium that are formed in process (1) should be pronouncedly anisotropic.
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Abstract—We bosonize the Nambu–Jona-Lasinio quark model with separable nonlocal interactions in order to derive a chiral $U(3) \times U(3)$ Lagrangian, containing, besides the usual meson fields, their first radial excitations. The spontaneous breaking of chiral symmetry is governed by the Nambu–Jona-Lasinio gap equation. The first radial excitations of the kaon, $K^*$, and $\phi$ are described with the help of two form factors. The decays $K^{*+} \to \rho K, K^{*+} \to K^0 \pi, K^* \to K^0 \pi, \phi \to K^0 K, \phi^* \to K^0 K, K \to K^0 \pi, K \to K^\pm \pi$, and $K' \to K2\pi$ are considered, and a qualitative agreement of our results with the experimental data is found.

1. INTRODUCTION

In our previous papers [1–3], the chiral quark model of the Nambu–Jona-Lasinio (NJL) type with separable nonlocal interactions was proposed. This model is a nonlocal extension of the standard NJL model [4–9]. The first radial excitations of the scalar, pseudoscalar, vector, and axial-vector mesons were described with the help of the form factors corresponding to 3-dimensional ground- and excited-state wave functions. The meson masses, weak-decay constants, and a set of decay widths of nonstrange mesons were calculated.

The theoretical foundations for the choice of polynomial pion–quark form factors were discussed in [1], and it was shown that we can choose these form factors in such a way that the mass-gap equation holds its usual form and has a solution with a constant constituent quark mass. Moreover, the quark condensate is not modified after including the excited states in the model, because the tadpoles, connected with the excited scalar fields, vanish. Thus, in this approach, it is possible to describe radially excited mesons above the usual NJL vacuum, preserving the usual mechanism of chiral symmetry breaking. Finally, it has been shown that one can derive an effective meson Lagrangian for the ground and excited meson states directly in terms of the local fields and their derivatives. A nonlocal separable interaction is defined in the Minkowski space in a 3-dimensional (yet covariant) way, whereby form factors depend only on the part of the quark–antiquark relative momentum transverse to the meson momentum. This ensures the absence of spurious relative-time excitations [10].

In paper [2], the meson-mass spectrum for the ground and excited pions, kaons, and the vector meson nonet in the $U(3) \times U(3)$ model of this type has been obtained. By fitting the meson-mass spectrum, all parameters in this model are fixed. This then allows one to describe all the strong, electromagnetic, and weak interactions of these mesons without introducing any new additional parameter.

In paper [3], it was shown that this model satisfactorily describes two types of decay. This concerns the strong decays like $\rho \to 2\pi, \rho' \to 3\pi$, and $\rho' \to 2\pi$ associated with divergent quark diagrams, as well as the decays $\rho' \to \omega \pi$ and $\omega' \to \rho \pi$ defined by anomalous quark diagrams. Here, we continue the similar calculations for the description of the decay widths of strange pseudoscalar and vector mesons.

In Section 2, we introduce the effective quark interaction in the separable approximation and describe its bosonization. In Section 3, we derive the effective Lagrangian for the pions and kaons and perform the diagonalization procedure leading to the physical pion and kaon ground and excited states. In Section 4, we carry out the diagonalization for the $K^*$ and $\phi$ mesons. In Section 5, we give the parameters of our model and the masses of the ground and excited states of kaons, $K^*$ and $\phi$ mesons, and the weak-decay constants $F_{\pi}, F_{\pi'}, F_K,$ and $F_{K'}$. In Section 6, we evaluate the decay widths of the processes $K^{*+} \to K^0 \pi$, $K^* \to K^0 \pi, \phi \to K^0 K$, and $\phi' \to K^0 K$. In Section 7, we calculate the decay widths of the processes $K \to \rho K, K' \to K^0 \pi, K^* \to K2\pi$. The results obtained are discussed in Section 8.

* This article was submitted by the authors in English.
** e-mail: volkov@thsun1.jinr.ru
*** e-mail: yudichev@thsun1.jinr.ru
2. $U(3) \times U(3)$ Chiral Lagrangian with the excited meson states

We shall use a separable interaction, which is still of current–current form, but allows for nonlocal vertex forms in the definition of the quark currents,

$$L[\bar{q}, q] = \int d^4x \bar{q}(x)(i\partial - m^0)q(x) + \bar{L}_{\text{int}},$$

where \(\bar{L}_{\text{int}}\) is the interaction term.

$$\bar{L}_{\text{int}} = \int d^4x \sum_{a=0}^8 \sum_{i=1}^N \left[ \frac{G_f^2}{2} \left( \bar{j}_{S_i}(x) j_{S_i}(x) + \bar{j}_{P_i}(x) j_{P_i}(x) \right) \right] - \frac{G_f^2}{2} \left[ \bar{j}_{V_i}^a(x) j_{V_i}^a(x) + \bar{j}_{A_i}^a(x) j_{A_i}^a(x) \right],$$

where \(G_f^2\) is the current quark mass matrix and \(a\) is the flavor index.

The quark currents \(j_{S_i}(x), j_{P_i}(x), j_{V_i}^a(x), j_{A_i}^a(x)\) are defined as

$$j_{S_i}(x) = \int d^4x \bar{q}(x) F_{S_i}(x),$$

$$j_{P_i}(x) = \int d^4x \bar{q}(x) F_{P_i}(x),$$

$$j_{V_i}^a(x) = \int d^4x \bar{q}(x) F_{V_i}^a(x),$$

$$j_{A_i}^a(x) = \int d^4x \bar{q}(x) F_{A_i}^a(x).$$

The form factors \(F_{S_i}, F_{P_i}, F_{V_i}^a, F_{A_i}^a\) are defined in terms of meson masses and the electromagnetic and weak boson fields.

Using the form factors, we can derive the effective meson Lagrangian.

In order to describe the first radial excitations of mesons \((N = 2)\), we take the form factors (see [11]) as

$$\bar{F}_{a,2}(k) = \lambda^a f_a^0(k), \quad F_{a,2}(k) = i\lambda^a f_a^0(k),$$

$$\bar{F}_{V_i}^a(k) = \gamma^a f_a^0(k), \quad F_{V_i}^a(k) = \gamma^a f_a^0(k),$$

$$\bar{F}_{A_i}^a(k) = \gamma^a f_a^0(k), \quad F_{A_i}^a(k) = \gamma^a f_a^0(k),$$

$$f_a^0(k) = c_f^0(1 + d_f k^2),$$

where \(\lambda^a\) are the Gell-Mann matrices. We consider here the form factors in the momentum space and in the rest frame of the mesons \((P_{\text{meson}} = 0; k = 0)\).

After integrating over the quark fields in (7), one obtains the effective Lagrangian of the \(\sigma_1^a, \sigma_2^a, \phi_1^a, \phi_2^a\), \(V_1^a, V_2^a, A_1^a, A_2^a, V_3^a, V_4^a\) fields:

$$L(\sigma_1^a, \sigma_2^a, \phi_1^a, \phi_2^a, V_1^a, V_2^a, A_1^a, A_2^a, V_3^a, V_4^a) = -\frac{1}{2G_1}(\sigma_1^2 + \phi_1^2 + \phi_2^2 + \phi_2^2)$$

$$+ \frac{1}{2G_2}(\sigma_2^2 + \sigma_1^2 + \sigma_2^2 - iN_c \text{tr} \log[i\partial - m^0]$$

$$+ (\sigma_1 + i\gamma_5 \phi_1 + \gamma_5 \phi_2) f_a^0(m_a)$$

$$+ (\sigma_1 + i\gamma_5 \phi_1 + \gamma_5 \phi_2) f_a^0(m_a)) \lambda^a,$$

where we have set \(\sigma_1 = \sigma^1, \sigma_2 = \sigma_2, \pi_1 = \pi_1, \pi_2 = \pi_2, \) etc.

Let us define the vacuum expectation of the \(\sigma_1^a\) fields

$$\left\langle \frac{\delta L}{\delta \sigma_1^a} \right\rangle_0 = -iN_c$$

$$\times \int \frac{d^4k}{(2\pi)^4} \frac{1}{(k - m^0 + \langle \sigma_1^a \rangle_0)} - \frac{\langle \sigma^1 \rangle_0}{G_1} = 0.$$

Introduce the new sigma fields whose vacuum expectations are equal to zero

$$\sigma_1 = \sigma_1 - \langle \sigma_1 \rangle_0$$

and redefine the quark masses

$$m_a = m_a^0$$

Then equation (11) can be rewritten in the form of the usual gap equation

$$m_i = m_i^0 + 8G_1m_I(m_i) \quad (i = u, d, s).$$

---

1) We can derive this form of the gap equation only if the condition \(\langle \sigma_1 \rangle_0 = 0\) is fulfilled (see [1–3] and equations (17)).
where

\[ I_n(m_i) = -iN_c \int \frac{d^4k}{\Lambda_i} \frac{1}{(2\pi)^4 (m_i^2 - k^2)} \] (15)

and \( m_i \) are the constituent quark masses.

3. THE EFFECTIVE LAGRANGIAN FOR THE GROUND AND EXCITED STATES OF THE PIONS AND KAONS

To describe the first excited states of all the meson nonets, it is necessary to use three different slope parameters \( d_a \) in the form factors \( f_a(k) \) [see (9)]:

\[
\begin{align*}
    f_{uu}^P(k) &= c_{uu}^P (1 + d_{uu} k^2), \\
    f_{us}^P(k) &= c_{us}^P (1 + d_{us} k^2), \\
    f_{ss}^P(k) &= c_{ss}^P (1 + d_{ss} k^2).
\end{align*}
\] (16)

Following our works [1, 2], we can fix the parameters \( d_{uu} \), \( d_{us} \), and \( d_{ss} \) by using the conditions

\[
\begin{align*}
    I_1^{f_u}(m_u) &= 0, \quad I_1^{f_s}(m_u) + I_1^{f_s}(m_s) = 0, \\
    I_1^{f_s}(m_s) &= 0,
\end{align*}
\] (17)

where

\[ I_1^{f_u-f_s}(m_u) = -iN_c \int \frac{d^4k}{\Lambda_i} f_u \ldots f_s. \] (18)

Equations (17) allow us to reduce the gap equations to the form usual for the NJL model [see (14)] because the tadpoles with the excited scalar field do not contribute to the quark condensates and to the constituent quark masses.

Using (17), we obtain close values for all \( d_a \)

\[
\begin{align*}
    d_{uu} &= -1.784 \text{ GeV}^{-2}, & d_{us} &= -1.7565 \text{ GeV}^{-2}, \\
    d_{ss} &= -1.727 \text{ GeV}^{-2}.
\end{align*}
\] (19)

Now, let us consider the free part of the Lagrangian (10). For the pions and kaons, we obtain

\[ L^{(2)}(\phi) = \frac{1}{2} \sum_{i,j=1}^{2} \sum_{a=1}^{7} \phi_i^a(P) K_{ij}^{ab}(P) \phi_j^b(P). \] (20)

Here,

\[
\begin{align*}
    \sum_{a=1}^{3} (\phi_i^a)^2 &= (\pi_i^0)^2 + 2\pi_i^+\pi_i^-, \\
    (\phi_i^0)^2 + (\phi_i^1)^2 &= 2K_i^0 K_i^-, \quad (\phi_i^2)^2 + (\phi_i^3)^2 &= 2K_i^+ K_i^0.
\end{align*}
\] (21)

The quadratic form \( K_{ij}^{ab}(P) \) in (20) is obtained as

\[
\begin{align*}
    K_{ij}^{ab}(P) &= \delta^{ab} K_{ij}^{a}(P), \\
    K_{ij}^{a}(P) &= -\delta_{ij} \frac{1}{G_1} iN_c \text{tr} \int \frac{d^4k}{\Lambda_i} \frac{1}{(2\pi)^4} \frac{i\gamma_5 f_a^a}{k + \frac{1}{2} p - m_a^2}, \\
    f_a^a &= 1, \quad f_a^a = f_a^P(k), \\
    m_q^a &= m_u (a = 1, \ldots, 7); \\
    m_q^d &= m_s (a = 1, \ldots, 3); \\
    m_q^s &= m_s (a = 4, \ldots, 7),
\end{align*}
\] (22)

\[ m_u \) and \( m_s \) being the constituent quark masses \( (m_u = m_d) \).

The integral (22) is evaluated by expanding in the meson field momentum \( P \). To order \( P^2 \), one obtains

\[
\begin{align*}
    K_{11}^a(P) &= Z_1^a(P^2 - M_{11}^a), \\
    K_{22}^a(P) &= Z_2^a(P^2 - M_{22}^a), \\
    K_{12}^a(P) &= K_{21}^a(P) = \gamma^a (P^2 - \Delta^2 \delta_{ab}) \big|_{P = 4, \ldots, 7}, \\
    (\Delta = m_u - m_s),
\end{align*}
\] (23)

where

\[
\begin{align*}
    Z_1^a &= 4I_{1Z}^a Z, \quad Z_2^a = 4I_{2Z}^a \bar{Z}, \quad \gamma^a = 4I_{2Z}^a Z, \\
    M_{11}^a &= (Z_1^a)^{-1} \left[ \frac{1}{G_1} - 4(I_1^a(m_u^0) + I_1^a(m_s^0)) \right] \\
    &+ Z_1^{-1} \Delta^2 \delta_{ab} \big|_{P = 4, \ldots, 7}, \\
    M_{22}^a &= (Z_2^a)^{-1} \left[ \frac{1}{G_1} - 4(I_1^a(m_u^0) + I_1^a(m_s^0)) \right] \\
    &+ Z_2^{-1} \Delta^2 \delta_{ab} \big|_{P = 4, \ldots, 7}.
\end{align*}
\] (24)

Here, \( Z = 1 - 6m_u^2/M_{11}^a \approx 0.7 \) and \( Z = 1 - 1 - (6m_s^2/M_{22}^a) = 1 \) (see (23)). \( Z \) being the additional renormalization of the ground pseudoscalar meson states, taking into account the \( A \rightarrow A^a \) transitions (see [2, 3]). \( I_n^a, I_n^f, \) and \( I_n^{f_u-f_s} \) denote the usual loop integrals arising in the momentum expansion of the NJL quark determinant, but now with zero, one, or two factors \( f_a(k) \) [see equation (16)], in the numerator [see (18) and below]:

\[
\begin{align*}
    I_n^{f_u-f_s}(m_q^a, m_q^b) &= -iN_c \int \frac{d^4k}{\Lambda_i} \frac{f_u(k) \ldots f_s(k)}{(2\pi)^4 (m_q^a - k^2)(m_q^b - k^2)}.
\end{align*}
\] (25)
After the renormalization of the meson fields
\[ \phi^{a'} = \sqrt{Z} \phi^a, \]
the part of the Lagrangian (20) describing the pions and kaons takes the form
\[ L^{(2)}_\pi = \frac{1}{2} (P^2 - M^2_{\pi}) \pi_1^2 + 2 \Gamma_\pi P^2 \pi_2 \pi_2 + (P^2 - M^2_{\pi}) \pi_2^2, \]
\[ L^{(2)}_K = \frac{1}{2} [(P^2 - M^2_K - \Delta^2) K^2_1 + 2 \Gamma_K (P^2 - \Delta^2) K_1 K_2]. \]
Here,
\[ \Gamma_\alpha = \frac{\gamma_\alpha}{\sqrt{Z} Z_{a'}}, \]
\[ \Gamma_\alpha^f = \frac{I_\alpha^f}{\sqrt{I_\alpha^f Z_{a'} Z_{a'}}}. \]

After the transformations of the meson fields
\[ \phi^a = \cos (\theta_a - \theta_a^0) \phi^{a'} - \sin (\theta_a - \theta_a^0) \phi^a_0 \]
\[ \phi^{a'} = \sin (\theta_a - \theta_a^0) \phi^{a'} + \cos (\theta_a - \theta_a^0) \phi^a_0, \]
the Lagrangians (30) and (31) take the diagonal forms
\[ L^{(2)}_\pi = \frac{1}{2} (P^2 - M^2_{\pi}) \pi_1^2 + \frac{1}{2} (P^2 - M^2_{\pi}) \pi_2^2, \]
\[ L^{(2)}_K = \frac{1}{2} (P^2 - M^2_K) K_1^2 + \frac{1}{2} (P^2 - M^2_K) K_2^2. \]
Here,
\[ M^2_{(\pi, \pi)} = \frac{1}{2(1 - \Gamma_\pi)} \]
\[ \times \left[ M^2_{\pi} + M^2_{\pi} + \frac{1}{4} \left( M^2_{\pi} - M^2_{\pi} \right)^2 + (2 M^2_{\pi} \Gamma_\pi)^2 \right], \]
\[ M^2_{(K, K)} = \frac{1}{2(1 - \Gamma_K^2)} \left[ M^2_{K_1} + M^2_{K_2} + 2 \Delta^2 (1 - \Gamma_K^2) \right] \]
\[ \times \left[ M^2_{K_1} + M^2_{K_2} + \frac{1}{4} \left( M^2_{K_1} - M^2_{K_2} \right)^2 + (2 M^2_{K_1} \Gamma_K)^2 \right], \]
and
\[ \tan 2 \theta_a = \frac{1}{\sqrt{2}} \left[ M^2_{\phi^a} - M^2_{\phi^{a'}}, \right]\]
\[ 2 \theta_a = 2 \bar{\theta}_a + \pi, \]
\[ \sin \theta_0 = \frac{1 + \Gamma_\pi}{2} . \]
Here,
\[ W_1' = 8 \frac{g}{f_s}, \quad W_2' = 8 \frac{g f_s}{f_s}, \quad \tilde{W}_2 = 8 \frac{g f_s}{f_s}, \quad (M_1^a)^2 = (W_1 G_2)^{-1} + 3\Delta^2 \delta_{ab} |_{b=4,\ldots,7}, \]
\[ (M_2^a)^2 = (W_2 G_2)^{-1} + 3\Delta^2 \delta_{ab} |_{b=4,\ldots,7}. \]

After renormalization of the meson fields
\[ V_{i}^{ar} = \sqrt{W_i} V_{i}^{a}, \]
we obtain the Lagrangians
\[ \mathcal{L}_\rho^{(2)} = -\frac{1}{2} \left[ (g_{\mu\nu} p^2 - P^\mu P^\nu - g_{\mu\nu} M_\rho^2) \rho_\mu^a \rho_\nu^a \right] \]
\[ + 2 \Gamma_\rho (g_{\mu\nu} p^2 - P^\mu P^\nu) \rho_\mu^a \rho_\nu^a, \]
\[ \mathcal{L}_\phi^{(2)} = -\frac{1}{2} \left[ (g_{\mu\nu} p^2 - P^\mu P^\nu - g_{\mu\nu} M_\phi^2) \phi_\mu^a \phi_\nu^a \right] \]
\[ + 2 \Gamma_\phi (g_{\mu\nu} p^2 - P^\mu P^\nu) \phi_\mu^a \phi_\nu^a, \]
\[ \mathcal{L}_{K^*}^{(2)} = -\frac{1}{2} \left[ (g_{\mu\nu} p^2 - P^\mu P^\nu - g_{\mu\nu} M_{K^*}^2) K_1^{*a} K_2^{*a} \right] \]
\[ + 2 \Gamma_{K^*} (g_{\mu\nu} p^2 - P^\mu P^\nu - g_{\mu\nu} \frac{3}{2} \Delta^2) K_1^{*a} K_2^{*a}, \]
\[ + \left( g_{\mu\nu} p^2 - P^\mu P^\nu - g_{\mu\nu} \frac{3}{2} \Delta^2 + M_{K^*}^2 \right) K_1^{*a} K_2^{*a} \].

Here,
\[ M_{\rho_i}^2 = \frac{3}{8 G_2 I_3(m_u, m_u)}, \quad M_{K_1^*}^2 = \frac{3}{8 G_2 I_3(m_u, m_u)}, \]
\[ M_{\phi_i}^2 = \frac{3}{8 G_2 I_3(m_u, m_u)}, \quad M_{K_2^*}^2 = \frac{3}{8 G_2 I_3(m_u, m_u)}, \]
\[ M_{\phi_2}^2 = \frac{3}{8 G_2 I_3(m_u, m_u)}, \quad M_{\phi_2}^2 = \frac{3}{8 G_2 I_3(m_u, m_u)}, \]
\[ \Gamma_{a_i} = \frac{I_3^{a}(m_u, m_i)}{\sqrt{I_3^{a}(m_u, m_i) I_3^{a}(m_u, m_i)}}. \]

After transformations of the vector meson fields, similar to (33) for the pseudoscalar mesons, the Lagrangians (50)–(52) take the diagonal form

\[ L_{V_{i}^a V_{j}^a}^{(2)} = -\frac{1}{2} \left[ (g_{\mu\nu} (P^2 - M_{V_{i}^a}^2) - P^\mu P^\nu) V_{i}^{a\mu} V_{j}^{a\nu} \right] \]
\[ + (g_{\mu\nu} (P^2 - M_{V_{j}^a}^2) - P^\mu P^\nu) V_{j}^{a\mu} V_{i}^{a\nu} \],
where \( V_{i}^a \) and \( V_{j}^a \) are the physical ground- and excited-state vector mesons
\[ M_{\rho_i, \rho_j}^2 = \frac{1}{2(1 - \Gamma_{\rho_i}^2)}, \]
\[ M_{\phi_1, \phi_2}^2 = \frac{1}{2(1 - \Gamma_{\phi_1}^2)}, \]
\[ M_{K_1, K_2}^2 = \frac{1}{2(1 - \Gamma_{K_1}^2)} \left[ M_{K_1^*}^2 + M_{K_2^*}^2 + 3\Delta^2 (1 - \Gamma_{K^*}^2) \right] \]
\[ + \left( M_{K_1^*}^2 - M_{K_2^*}^2 \right) \Gamma_{K_1} \Gamma_{K_2} \].

5. MODEL PARAMETERS AND MESON MASSES

In the paper [2], there were obtained numerical estimations for the model parameters, meson masses, and weak-decay constants in our model. Here, we only give the values: the constituent quark masses are \( m_u = m_d = 280 \text{ MeV}, m_s = 455 \text{ MeV}; \) the cutoff parameter \( \Lambda_3 = 1.03 \text{ GeV}; \) the four-quark coupling constants \( G_1 = 3.47 \text{ GeV}^{-2} \) and \( G_2 = 12.5 \text{ GeV}^{-2}; \) the slope parameters in the form factors \( d_{uu} = -1.784 \text{ GeV}^{-2}, d_{us} = -1.757 \text{ GeV}^{-2}, \)
\( d_{ss} = -1.727 \text{ GeV}^{-2}; \) the external parameters in the form factors \( c_{uu}^\pi = 1.37, c_{uu}^\rho = 1.32, c_{us}^K = 1.45, c_{us}^{K^*} = 1.54, \)
and \( c_{ss}^\phi = 1.41. \)

With the model parameters fixed, we obtain the angles \( \theta_u \) and \( \theta_u^0: \n\[ \theta_u = 59.48^\circ, \quad \theta_u^0 = 59.12^\circ, \quad \theta_u = 81.8^\circ, \]
\[ \theta_u^0 = 81.5^\circ, \quad \theta_u = 60.2^\circ, \quad \theta_u^0 = 57.13^\circ \]
\[ \theta_u = 84.7^\circ, \quad \theta_u^0 = 59.14^\circ, \quad \theta_u = 68.4^\circ, \]
\[ \theta_u^0 = 57.13^\circ, \]
and the meson masses are
The experimental values are \[ M_{\pi} = 136 \text{ MeV}, \quad M_{\rho} = 768 \text{ MeV}, \quad M_{K^*} = 496 \text{ MeV}, \quad M_{K^{*+}} = 887 \text{ MeV}. \] (60)

The corresponding amplitudes for the ground state are given by

\[ f_a = \frac{1}{\sin 2\theta^0_a} \left[ \frac{\sin(\theta_a + \theta^0_a)}{\sqrt{Z_1}} + \frac{\sin(\theta_a - \theta^0_a)}{\sqrt{Z_2}} \right] \]

and for an excited state

\[ f_a' = \frac{1}{\sin 2\theta^0_a} \left[ \frac{\cos(\theta_a + \theta^0_a)}{\sqrt{Z_1}} + \frac{\cos(\theta_a - \theta^0_a)}{\sqrt{Z_2}} \right], \]

where \( \theta_a \) and \( \theta^0_a \) are the angles defined in Section 3 [see equations (38) and (39)] and \( f_a \) is one of the form factors defined in Section 3 [equation (16)]. In the case of vector meson vertices, we have the same linear combinations except that \( Z_i^\alpha \) are to be replaced by \( W_i^\alpha \) (46), and the related angles and form-factor parameters must be chosen.

Now, we can calculate the decay widths of the excited mesons. Let us start with the process \( K^{*+} \rightarrow K^*\pi \). The corresponding amplitude, \( T_{K^{*+} \rightarrow K^*\pi} \), has the form

\[ T_{K^{*+} \rightarrow K^*\pi} = g_{K^{*+} \rightarrow K^*\pi} \varepsilon_{\mu\nu\alpha\beta} p^\mu q^\nu \varepsilon_\lambda(p) \bar{\varepsilon}_\lambda(q), \]

where \( p \) and \( q \) are the momenta of the \( K^{*+} \) and \( K^* \) mesons, respectively, and \( g_{K^{*+} \rightarrow K^*\pi} \) is the (dimensional) coupling constant, which follows from the combination of one-loop integrals

\[ g_{K^{*+} \rightarrow K^*\pi} = \frac{8m_s}{m_a^2 - m_s^2} \times \left( I_{2}^{T_0 T_0 T_0}(p, q) - I_{2}^{T_0 T_0 T_0}(m_a, m_s) \right). \]

Note that in (66), the integrals \( I_{2}^{T_0 T_0 T_0} \) are defined in the same way as in Section 3, equation (28), except that the form factors \( f \) in (28) are replaced by the expressions of type (63) and (64). \( \xi_\alpha(p) \) and \( \xi_\alpha(q) \) are polarized vector wave functions (\( \lambda, \lambda' = 1, 2, 3 \)).

Using (63) and (64), we expand the above expression and rewrite it in terms of \( I_{2}^{T_0 T_0 T_0} \) defined in (28). The
result is too lengthy, so we omit it here. For the parameters given in Section 5, we find
\[ g_{K^* \rightarrow K^0 \pi} \approx 4 \text{ GeV}^{-1} \]  
(67)
and the decay width
\[ \Gamma_{K^* \rightarrow K^0 \pi} = \frac{g_{K^* \rightarrow K^0 \pi}^2 |p|^3}{4\pi} \approx 90 \text{ MeV}. \]  
(68)
Here, \(|p|\) is the 3-momentum of a produced particle in the rest frame of the decaying meson. The lower limit for this value coming from the experiment is \(-91 \pm 9\text{ MeV} \)[11].

A similar calculation has to be performed for the rest of the \(K^*\)-decay modes under consideration. The coupling constant \(g_{K^* \rightarrow K^0 \rho}\) is derived in the same way as in (66), with the only difference that \(\tilde{f}_\pi\) and \(\tilde{f}_{K^0}\) are to be replaced by \(\tilde{f}_\rho\) and \(\tilde{f}_{K}\). The corresponding amplitude, \(T_{K^* \rightarrow K^0 \rho}\), takes the form
\[ T_{K^* \rightarrow K^0 \rho} = g_{K^* \rightarrow K^0 \rho} \bar{\epsilon}_{\mu\nu\alpha\beta} P_\alpha \bar{q}^\nu \xi_\mu (p |\lambda) \tilde{\xi}_\nu (p - q |\lambda'), \]  
(69)
where \(p\) and \(q\) are the momenta of \(K^*\) and \(K\) mesons, respectively, and
\[ g_{K^* \rightarrow K^0 \rho} = \frac{8m_\pi}{m_\pi^2 - m_\rho^2} \]  
(70)
The corresponding decay width follows from (69) and (70) via integration of the squared module of the decay amplitude over the phase space of the final state
\[ \Gamma_{K^* \rightarrow K^0 \rho} = \frac{g_{K^* \rightarrow K^0 \rho}^2 |p|^3}{4\pi}. \]  
(71)
For the parameters given in Section 5, one has
\[ g_{K^* \rightarrow K^0 \rho} \approx 3 \text{ GeV}^{-1}, \]  
(72)
\[ \Gamma_{K^* \rightarrow K^0 \rho} \approx 20 \text{ MeV}. \]  
(73)
From the experiment, the upper limit for this process is
\[ \Gamma_{K^* \rightarrow K^0 \rho}^{\text{exp}} < 16 \pm 1.5 \text{ MeV}. \]

The process \(K^* \rightarrow K\pi\) is described by the amplitude
\[ T_{K^* \rightarrow K\pi} = i g_{K^* \rightarrow K\pi} \bar{\epsilon}_{\mu\nu\alpha\beta} P_\alpha \bar{q}^\nu \xi_\mu (p + q |\lambda), \]  
(74)
where \(p\) and \(q\) are the momenta of \(\pi\) and \(K\), and \(\xi_\mu\) is the \(K^*\) wave function. The coupling constant \(g_{K^* \rightarrow K\pi}\) is presented by the one-loop integral
\[ g_{K^* \rightarrow K\pi} = 4 I_2 \bar{f}_\pi \tilde{f}_K (m_\mu, m_\pi) = 2, \]  
(75)
and the decay width is
\[ \Gamma_{K^* \rightarrow K\pi} = \frac{g_{K^* \rightarrow K\pi}^2 |p|^3}{8\pi M_{K^*}} \approx 20 \text{ MeV}. \]  
(76)
The experimental value is \(15 \pm 5 \text{ MeV} \)[11].

The mesons with hidden strangeness (\(\Phi\)) are treated in the same way as \(K^*\). We consider the two decay modes: \(\Phi^0 \rightarrow K^0 K^0\) and \(\Phi^0 \rightarrow K K\). Their amplitudes are
\[ T_{\Phi \rightarrow K^0 K^0} = g_{\Phi \rightarrow K^0 K^0} \bar{\epsilon}_{\mu\nu\alpha\beta} P_\alpha \bar{q}^\nu \xi_\mu (p + q |\lambda) \tilde{\xi}_\nu (p - q |\lambda'), \]  
(77)
\[ T_{\Phi \rightarrow K K} = i g_{\Phi \rightarrow K K} (p - q) \bar{\epsilon}_{\mu\nu\alpha\beta} P_\alpha \bar{q}^\nu \xi_\mu (p + q |\lambda). \]  
(78)
Here, \(\xi_\mu\) and \(\tilde{\xi}_\nu\) are the wave functions of the \(\Phi^0\) and \(K^*\) mesons, and \(p\) and \(q\) are the momenta of the \(K\) and \(K^*\) mesons. The related coupling constants are
\[ g_{\Phi \rightarrow K^0 K^0} = \frac{8m_\pi}{m_\pi^2 - m_\rho^2} \]  
(79)
\[ x \left( I_2 \bar{f}_\pi \tilde{f}_K (m_\mu) - I_2 \bar{f}_\pi \tilde{f}_K (m_\mu, m_\pi) \right). \]  
(80)
The decay widths are estimated as
\[ \Gamma_{\Phi \rightarrow K^0 K^0} \approx 90 \text{ MeV}, \]  
(81)
\[ \Gamma_{\Phi \rightarrow K K} \approx 10 \text{ MeV}. \]  
(82)
Unfortunately, there are no reliable data from the experiment on the partial decay widths for \(\Phi^0 \rightarrow K K\) and \(\Phi^0 \rightarrow K K\) except the total width of \(\Phi^0\) being estimated as \(150 \pm 50 \text{ MeV} \)[11]. However, the dominance of the process \(\Phi^0 \rightarrow K K^0\) is observed, which is in agreement with our result.

7. DECAYS \(K^\pm \rightarrow K^\mp \pi^\pm, K^* \rightarrow K\rho,\) AND \(K^* \rightarrow K\pi\)

Following the scheme outlined in the previous section, we first estimate the \(K^\pm \rightarrow K^\mp \pi^\pm\) and \(K^* \rightarrow K\rho\) decay widths (see Fig. 3). Their amplitudes are
\[ T_{K^\pm \rightarrow K^\mp \pi^\pm} = i g_{K^\pm \rightarrow K^\mp \pi^\pm} (p + q) \bar{\epsilon}_{\mu\nu\alpha\beta} P_\alpha \bar{q}^\nu \xi_\mu (p - q |\lambda), \]  
(83)
\[ T_{K^* \rightarrow K\rho} = i g_{K^* \rightarrow K\rho} (p + q) \bar{\epsilon}_{\mu\nu\alpha\beta} P_\alpha \bar{q}^\nu \xi_\mu (p - q |\lambda). \]  
(84)
Here, \(p\) is the momentum of \(K^\pm\), \(q\) is the momentum of \(\pi(K)\), and \(\xi_\mu\) is the vector-meson wave function. The
The accuracy of the measurements carried out for the decays of \(K'\) is not given in [11].

### 8. SUMMARY AND CONCLUSIONS

In the standard NJL model for the description of the interaction of mesons, it is conventional to use the one-loop quark approximation, where the external momentum dependence in quark loops is neglected. This allows one to obtain, in this approximation, the chiral symmetric phenomenological Lagrangian [4–9], which gives a good description of the low-energy meson physics in the energy range of an order of 1 GeV [12]. In this paper, we have used a similar method for describing the interaction of the excited mesons. Insofar as the masses of the excited mesons noticeably exceed 1 GeV, we claim only a qualitative description rather than quantitative agreement with the experiment. For the light excited mesons, we have achieved results closer to the experiment [3], while for heavier strange mesons we are only in qualitative agreement with experimental data. One should note that the description of all the decays has been obtained without introducing new parameters, besides those used for the description of the mass spectrum.

In this work, we have shown that the dominant decays of the excited vector mesons \(K^{*-}\) and \(\phi'\) are the decays \(K^{*-} \rightarrow K^* \pi (\rho K)\) and \(\phi' \rightarrow KK^*\), which go through the triangle quark loops of the anomaly type. These results are close to the experiment [11]. The decays of the type \(K^{*-} \rightarrow KK^*\), going through the other (not anomaly type) quark diagrams, have smaller decay widths, which is also in agreement with the experiment.

On the other hand, the main decays of the \(K'\) meson \(K' \rightarrow K^{*+}\), \(K' \rightarrow K\pi\), and \(K' \rightarrow K\pi\pi\) are described by the quark diagrams, which are similar to those for the decay \(\pi' \rightarrow \rho \pi\) (see [3]). The dominant decays here are the decays \(K' \rightarrow K^{*+}\) and \(K' \rightarrow K\pi\). These results do not contradict (qualitatively) the recent experimental data. So one can see that our model satisfactorily describes not only the masses and weak-decay constants of the radially excited mesons [1, 2] but also their decay widths.

We would like to emphasize once more that we did not use any additional parameter for description of the decays (see also [3]). The model is too simple to claim a more exact quantitative description of the meson-decay widths.

A similar calculation has also been made in the \(3P_1\) potential model [13]. Nonlocal versions of chiral quark models for the description of excited meson states have also been considered in various works (see, for instance, [7, 14]). In [15], a generalized NJL model including a relativistic model of confinement was used to study the radial excitations of pseudoscalar and vector mesons.

In our further work, we are going to describe the masses and decay widths of the excited states of \(\eta\) and \(\eta'\) mesons.
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1. INTRODUCTION

The Nambu–Jona-Lasinio (NJL) model is a convenient semiphenomenological quark model for the description of low-energy meson physics [1–5]. Within this model, the mechanism of spontaneous breaking of chiral symmetry (SBCS) is realized in a simple and transparent way, and the low-energy theorems are fulfilled. Unfortunately, the ordinary NJL model fails to prevent hadrons from decaying into free quarks, which makes the realistic description of hadron properties on their mass shell questionable. The exact solution of this problem seems to be a very difficult task. However, different methods have been proposed for its solution [6–10]. In the present work, we discuss a new approach which is similar to that suggested in [10] where an infrared (IR) cutoff has been used to develop a quark propagator without poles. In our approach, the quark propagator is of the usual form (with quasiparticle pole), but due to the IR cutoff, the pole does not lie within the integration interval for the quark loops. This method of taking into account the phenomenon of confinement is based on the idea of combining the NJL and bag models [11].

Thus, together with the ultraviolet (UV) cutoff, which is necessary for the elimination of the UV divergences, we introduce the IR cutoff and thereby divide the momentum space into three domains. In Fig. 1, these domains are represented in the coordinate space.

The first domain corresponds to short distances (large momenta), where quarks are not confined and the chiral symmetry is not spontaneously broken. This domain is withdrawn by the UV cutoff $\Lambda$.

The second domain corresponds to long distances (IR region), and here we have the confinement of quarks. We truncate this region from the integration over the internal momenta in quark loops, following thereby the idea of the bag model. For this purpose, we introduce a new parameter $\lambda$.

Finally, there remains only the third domain ($\lambda^2 \leq p^2 \leq \Lambda^2$), where SBCS takes place, the quark condensate exists, and the quark loops have no imaginary parts. In other words, quark–antiquark thresholds do not appear when calculating quark loops even if the mass of the decaying meson exceeds the effective mass of the free quark–antiquark state. Therefore, we can use quark propagators with constant, momentum independent masses (constituent masses).

In Section 2, we give the effective chiral quark Lagrangian and the gap equation describing SBCS. The pion-mass formula is also deduced, and it is shown that the pion is a Goldstone boson in the chiral limit. In Sec-
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**Fig. 1.** Three domains in the momentum space, defined by the UV and IR cutoffs.
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Model parameters, the mass of the $\sigma$ meson and first decay width for different values of the ratio $\lambda/m$ of the IR cutoff to the constituent quark mass

<table>
<thead>
<tr>
<th>$\lambda/m$</th>
<th>$m$, MeV</th>
<th>$m^0$, MeV</th>
<th>$\Lambda$, GeV</th>
<th>$G_1$, GeV$^{-2}$</th>
<th>$G_2$, GeV$^{-2}$</th>
<th>$-\langle \bar{q}q \rangle^{1/3}$, MeV</th>
<th>$M_{\sigma}$, MeV</th>
<th>$\Gamma$, MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7</td>
<td>330</td>
<td>1.54</td>
<td>1.11</td>
<td>3.108</td>
<td>9.683</td>
<td>298</td>
<td>670</td>
<td>1280</td>
</tr>
<tr>
<td>0.8</td>
<td>310</td>
<td>1.58</td>
<td>1.13</td>
<td>2.967</td>
<td>8.629</td>
<td>296</td>
<td>630</td>
<td>970</td>
</tr>
<tr>
<td>0.9</td>
<td>300</td>
<td>1.49</td>
<td>1.18</td>
<td>2.698</td>
<td>8.949</td>
<td>302</td>
<td>608</td>
<td>830</td>
</tr>
<tr>
<td>1.0</td>
<td>290</td>
<td>1.45</td>
<td>1.21</td>
<td>2.555</td>
<td>9.222</td>
<td>304</td>
<td>590</td>
<td>721</td>
</tr>
<tr>
<td>1.1</td>
<td>280</td>
<td>1.37</td>
<td>1.26</td>
<td>2.339</td>
<td>9.322</td>
<td>309</td>
<td>570</td>
<td>614</td>
</tr>
<tr>
<td>1.2</td>
<td>270</td>
<td>1.32</td>
<td>1.33</td>
<td>2.079</td>
<td>9.273</td>
<td>318</td>
<td>550</td>
<td>536</td>
</tr>
</tbody>
</table>

where $m^0$ is the current-quark mass, $m$ is the constituent quark mass, and the vacuum expectation of $\sigma$ vanishes: $\langle \sigma \rangle_0 = 0$. Then, from the condition

$$\frac{\delta \mathcal{L}}{\delta \sigma} \bigg|_{\sigma = 0, \bar{x} = 0} = 0,$$

one obtains the gap equation

$$m^0 = m(1 - 8G_1I_1^{(0)}) = m(1 - 8G_1I_1^{(0)}(m)) = m + 2G_1^qq \bar{q}q_0,$$

where $\langle \bar{q}q \rangle_0$ is the quark condensate. $I_1^{(ab)}(m)$ is obtained from the $\Lambda^3$-divergent integral

$$I_1(m) = -i \frac{N_c}{(2\pi)^4} \int \frac{d^4k}{m^2 - k^2 - i\epsilon},$$

by applying the three-dimensional UV ($b = \Lambda$) and IR ($a = \lambda$) cutoffs

$$I_1^{(\lambda)}(m) = \frac{N_c}{(2\pi)^4} \int \frac{dk}{2} E(k),$$

where $E(k) = \sqrt{k^2 + m^2}$ and $N_c$ is the number of colors.

Now, let us consider the free part of the Lagrangian (2) for pion fields in the quark one-loop approximation (see Fig. 2)

$$\mathcal{L}^{(2)}_{\pi} = \frac{\pi^2}{2} \left[ \frac{1}{G_1^{\lambda}} - 8I_1^{(\lambda)}(m) - 4p^2I_2^{(\lambda)}(p^2, m) \right].$$

1Here, the dependence of the integral $I_1(m)$ on $\lambda$ can be neglected since (1) the value of the integral is defined by the UV cutoff $\Lambda$ and (2) $I_1(m)$ does not depend on external momenta and, therefore, does not have the imaginary part. Hence, there is no need for an IR cutoff.

2The braced expression can be written as $1/G_1 + \Pi_d(p)$, where $\Pi_d(p)$ is the polarization operator of the pion.
where $I_2^{(\lambda\Lambda)}(p^2, m)$ is a logarithmically growing integral:

$$
I_2^{(\lambda\Lambda)}(p^2, m) = -i \frac{N_c}{(2\pi)^4} \int \frac{d^4k}{(m^2 - k^2 - i\varepsilon)(m^2 - (k - p)^2 - i\varepsilon)}
$$

$$
= \frac{N_c}{2\pi^2} \left[ \ln(x + \sqrt{x^2 + 1}) - (1 + 1/x^2)^{-1/2} \right]_{\lambda/m}^{\Lambda/m},
$$

where the Goldberger–Treiman relation (21) and the gap equation (5) have been used. We can see that this pion-mass formula is in accordance with the Goldstone theorem since, for $m^0 = 0$, the pion mass vanishes and a pion plays the role of the Goldstone boson.

3. THE $\sigma$ MESON AND IR CONFINEMENT

The free part of the Lagrangian (2) for the $\sigma$ meson in the one-loop approximation (see Fig. 2) has the following form:

$$
f^{(2)}_{\sigma} = -\frac{\sigma^2}{2}
$$

$$
\times \left\{ \frac{1}{G_1} - 8I_1^{(\lambda\Lambda)}(m) - 4(p^2 - 4m^2)I_2^{(\lambda\Lambda)}(p^2, m) \right\}.
$$

After the renormalization of the $\sigma$ field

$$
\sigma = g_\sigma(M_\sigma)\sigma',
$$

we obtain the expression for the $\sigma$-meson mass

$$
M_\sigma^2 = g_\sigma^2(M_\sigma) \left[ \frac{1}{G_1} - 8I_1^{(\lambda\Lambda)}(m) \right] + 4m^2 = r^2 M_\pi^2 + 4m^2,
$$

where $\lambda = cm$, where $c > rM_\pi/2m$, then $\Lambda > k > \lambda > rM_\pi/2$ and the integral is real, which is equivalent to the absence of the quark–antiquark threshold, or confinement.

4. MODEL PARAMETERS

In this model we have four input parameters [13]:

(1) the pion-decay constant $F_\pi = 92.4$ MeV describing the weak-decay process $\pi \rightarrow \mu\nu$;
(2) the p-meson-decay constant \( g_{\rho}^{\exp} = 6.14 \) describing the decay \( \rho \rightarrow 2\pi \);

(3) the pion mass \( M_\pi = 140 \) MeV;

(4) the p-meson mass \( M_\rho = 770 \) MeV.

The output parameters are

1. the constituent quark mass \( m \),
2. the 3-momentum UV cutoff parameter \( \Lambda \),
3. the scalar (pseudoscalar) four-quark coupling constant \( G_1 \),
4. the vector (axial-vector) four-quark coupling constant \( G_2 \).

The IR cutoff \( \lambda \) is an arbitrary parameter of our model which is to satisfy the condition (20).

In order to fix the output parameters, we use the following four equations:

1. The Goldberger–Treiman relation
   \[
   m/F_\pi = \frac{g_\pi(0)}{g_\rho(0) \sqrt{Z}}. \tag{21}
   \]

2. The decay width of the process \( \rho \rightarrow 2\pi \). The amplitude of this process is of the form
   \[
   T_{\rho \rightarrow 2\pi} = i \frac{g_{\rho}^{\exp}}{2} (p_\rho - p_\pi)^{\nu} p_\rho^{\nu} p_\pi^{\nu}. \tag{22}
   \]

In the one-loop approximation (see Fig. 3), we obtain the following expression for \( g_{\rho}^{\exp} \):

\[
g_{\rho}^{\exp} = Z^{-1} g_{\rho}(M_\rho) \frac{g_\pi^2(M_\rho)}{4I_2^{(\lambda,\Lambda)}(0, m) + \Delta}
   \[
   = \left[ \frac{2}{3} I_2^{(\lambda,\Lambda)}(M_\rho, m) \right]^{-1/2} \left[ 1 + \frac{\Delta}{4I_2^{(\lambda,\Lambda)}(0, m)} \right]. \tag{23}
   \]

where \( g_{\rho}(M_\rho) = \left[ \frac{2}{3} I_2^{(\lambda,\Lambda)}(M_\rho, m) \right]^{-1/2} \) (see [3]) and \( \Delta = \frac{3}{8\pi^2} \left[ 1 + \frac{2M_\rho^2}{3m^2} \right] \) is the finite part of the quark triangle diagram (Fig. 3). The factor \( Z^{-1} \) appears due to the \( \pi - \alpha \) transitions (see [3]). From these two equations one can find \( m \) and \( \Lambda \).

3. The coupling constant \( G_1 \) is defined by the mass formula
   \[
   M_\pi^2 = \frac{1}{8\pi^2} \left[ \frac{1}{G_1} - 8I_2^{(\lambda,\Lambda)}(m) \right]. \tag{24}
   \]

4. The coupling constant \( G_2 \) is found from the mass formula for \( M_\rho \) [3]
   \[
   M_\rho^2 = \frac{g_\pi^2(M_\rho)}{G_2} = \frac{3}{8G_1I_2^{(\lambda,\Lambda)}(M_\rho, m)}. \tag{25}
   \]

By means of the gap equation (5), we define the current quark mass \( m_0 \).

**Fig. 3.** The triangle quark diagram describing the decay of the \( \rho \) and \( \sigma \) mesons into two pions.

**5. The \( \sigma \)-Meson Mass and the Decay \( \sigma \rightarrow 2\pi \)**

The mass of the \( \sigma \)-meson is given by (17). Using this formula for the IR cutoff \( \lambda = m \), we obtain

\[
M_\sigma = 590 \text{ MeV}. \tag{26}
\]

The decay \( \sigma \rightarrow 2\pi \) occurs through the quark triangle diagram (see Fig. 3). This diagram also satisfies the confinement condition (20) if we use the IR cutoff \( \lambda = m \). The amplitude of the process \( \sigma \rightarrow 2\pi \) has the form

\[
T_{\sigma \rightarrow 2\pi} = 8m_\sigma(M_\sigma) \frac{g_\pi^2(M_\sigma)}{4I_2^{(\lambda,\Lambda)}(0, m) + \Delta}
   \]

\[
\times [I_2^{(\lambda,\Lambda)}(M_\sigma, m) + \mathcal{F}(M_\sigma, M_\rho, m)] \sigma \pi^2, \tag{27}
\]

where

\[
\mathcal{F}(M_\sigma, M_\rho, m) = \frac{1}{2} (M_\sigma^2 - 2M_\rho^2) I_3(p_1, p_2, m) \bigg|_{p_1 = p_2 = M_\pi^2}, \tag{28}
\]

and

\[
I_3(p_1, p_2, m) = -i \frac{N_c}{2\pi^4} \int \frac{d^4k}{(k^2 - m^2)((k + p_1)^2 - m^2)((k - p_2)^2 - m^2)}. \tag{29}
\]

Neglecting the external pion momenta in \( I_3(p_1, p_2, m) \), we obtain

\[
I_3(p_1, p_2, m) = -i \frac{N_c}{2\pi^4} \int \frac{d^4k}{(k^2 - m^2)^3} = \frac{3N_c}{32\pi^2\lambda} \int\frac{k^2}{E^3}. \tag{30}
\]

\[3\] See table for different choices of the ratio \( \lambda/m \).
Then the decay width of the $\sigma$ meson is found to be
\[
\Gamma_{\sigma \rightarrow 2\pi} = \frac{3}{2\pi} \left( g_\sigma(M_\sigma) F_\sigma^2 \right) \left( 1 + \frac{\delta^2}{M_\sigma^2} \right) \sqrt{M_\sigma^2 - 4M_\pi^2} = 720 \text{ MeV},
\]
where
\[
\delta = \frac{T(M_\sigma, M_\pi, m)}{I^{\lambda}(0, m)} = -0.22.
\]
Therefore, one can see that our estimates for the $\sigma$-meson mass and its decay width are in agreement with the experimental data [13] (see also [14, 15]):
\[
M_\sigma^{\exp} = 400-1200 \text{ MeV}, \quad \Gamma_\sigma^{\exp} = 600-1000 \text{ MeV}.
\]
From this, one can conclude that the NJL model with the IR cutoff satisfies both of the low-energy theorems together with SBCS and describes the low-energy physics of the scalar, pseudoscalar, and vector mesons.

6. DISCUSSION AND CONCLUSION

In this paper, we have investigated the extension of the NJL model for the light-nonstrange-meson sector of QCD, where the interaction of $u$ and $d$ quarks is represented by four-fermion vertices and the phenomenon of quark confinement is taken into account. This extension of the NJL model describes the properties of the $\pi, \rho,$ and $\sigma$ mesons in good agreement with the experiment and with the low-energy theorems. The model parameters are obtained by fitting the model so that it reproduces the experimental values of the pion and $\rho$-meson masses, the pion-decay constant $F_\pi$, and the $\rho \rightarrow \pi\pi$ decay constant $g_\rho$. Moreover, it was shown that, for the $\pi, \rho,$ and $\sigma$ mesons, the nonphysical quark–antiquark thresholds do not appear if the IR cutoff is applied.

The prediction of the $\sigma$-meson mass and its decay width for different values of IR cutoff is given in the table, together with the model parameters. From this table and the experimental data [13], one can conclude that the parameter $\lambda$ is allowed to have values within the interval $0.8 \leq \lambda \leq 1.2$. The value of the current-quark mass turned out to be too low because, in our model, the quark condensate exceeds its conventional value—$(250 \text{ MeV})^3$. This can be seen from (14).

Insofar as the NJL model is a semiphenomenological model based on the effective chiral four-quark interaction motivated by QCD on the phenomenological level, the introduction of quark confinement in our model through IR cutoff (without considering the gluon exchanges, instanton interactions, etc.) is in the spirit of this model.

An important application of our model is the description of the meson properties in a hot and dense medium. The standard NJL model has been already used for this purpose [5, 16, 17], where the temperature dependence of the masses of quarks and mesons and of the Yukawa coupling constants was found. The IR cutoff $\lambda$ is expressed through the constituent quark mass $m$ (or the quark condensate $\langle \bar{q}q \rangle$), which is lowered when the temperature ($T$) and chemical potential ($\mu$) increase. Therefore, the IR cutoff will also reduce with $T$ and $\mu$. This will at length result in the deconfinement of quarks near the critical point. The temperature at which deconfinement takes place can be found from the condition [see also (19)]
\[
4E_{\text{low}}^2 - M_{\text{meson}}^2 = 4(1 + c^2)m^2 - M_{\text{meson}}^2 \leq 0,
\]
where $E_{\text{low}}$ is the lowest energy of the quark in the quark loop. Then, for the pion, the temperature of deconfinement follows from the condition (34)
\[
m(T_{\pi}^{\text{dec}}) = \frac{M_\pi}{2\sqrt{1 + c^2}}.
\]
In the vicinity of the critical point, the constituent quark mass is reduced with $T$ too suddenly, and the pion mass increases gradually (see [17]). Therefore, when the constituent quark mass is as light as 40–50 MeV, the decay of a pion into free quarks becomes possible.

For the $\sigma$ meson, we obtain a lower value of $T_{\sigma}^{\text{dec}}$:
\[
m(T_{\sigma}^{\text{dec}}) = \frac{M_\sigma r}{c}.
\]
The decay channel $\sigma \rightarrow 2\pi$ is closed when $M_\sigma < 2M_\pi$ [see (31)] and then
\[
m(T_{\sigma \rightarrow 2\pi}^{\text{dec}}) = \frac{\sqrt{3}}{2} M_\pi r - 100 \text{ MeV}.
\]
Note that, first of all, the quark deconfinement occurs for the $\rho$ meson, where we have the lowest $T_{\rho}^{\text{dec}}$ [see (34) and [17]]
\[
m(T_{\rho}^{\text{dec}}) = \frac{M_\rho}{2\sqrt{1 + c^2}} \approx 250 \text{ MeV}.
\]
Thus, we come to the following picture. At low $T$ and $\mu$, the $\sigma$ meson is unstable since it has a large decay width (31) into two pions. The pion is stable since electron-decay channels can be neglected here, in comparison to the strong ones. The $\rho$ meson takes an intermediate position between $\sigma$ and $\pi$, having the $\rho \rightarrow 2\pi$ strong decay width 150 MeV. When $T$ increases, an extra channel emerges: $\rho \rightarrow \bar{q}q$. At higher $T$, there is a temperature range where the decays of $\sigma$ both into $2\pi$ and into $\bar{q}q$ are forbidden, and the $\sigma$ meson turns out to be a stable particle. For $T > T_{\sigma}^{\text{dec}}$, the $\sigma$ meson is allowed to decay into a $\bar{q}q$ pair, and only the pion remains stable. Finally, near the critical point, when $T \geq T_{\pi}^{\text{dec}}$, all the particles decay into free quarks.
The process of deconfinement is entirely reflected in the following sequence of inequalities

\[ T^\text{dec}_p < T^\text{dec}_{\pi \to 2\pi} < T^\text{dec}_\sigma < T^\text{dec}_\pi, \]  

(39)

where we have four different temperatures separating different phases. Therefore, one can see that the transition of the hadron matter to the quark–gluon plasma occurs, not suddenly, but in a smooth manner.

In our further work, we are going to make a more careful investigation of these processes, which can play an important role for the explanation and prediction of the signals coming from ultrarelativistic heavy-ion collisions, as well as ensuring restoration to the chiral symmetry and the quark deconfinement in the hadron matter at the transition to the quark–gluon plasma. For example, among the possible visible effects associated with the quark deconfinement, there is the low-mass dilepton enhancement observed by the CERES collaboration [18].
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Abstract—The phase structure of the four-dimensional Nambu–Jona-Lasinio model in the presence of a chemical potential \( \mu \) and an external magnetic field \( H \) is investigated at comparatively small values of the bare coupling constant \( G < G_c \). It is shown that only for magnetic-field strengths in excess of some critical value \( H_c(\mu) \) does the magnetic field induce a spontaneous breakdown of chiral symmetry. On the phase portrait of the model, there are infinitely many massless chiral-invariant phases; in addition, there is one massive phase characterized by spontaneously broken chiral invariance. It is because of this phase structure of the system that some physical features of its ground state, including magnetization, pressure, and particle density, oscillate as \( H \rightarrow 0 \). Changes in the vacuum properties of the model are accompanied by first- or second-order phase transitions.

1. INTRODUCTION

A magnetic catalysis represents dynamical chiral-symmetry (flavor-symmetry) breaking induced by an external magnetic or an external chromomagnetic field.

For the first time, this property of a uniform external magnetic field was discovered in studying the \((2 + 1)\)-dimensional Gross–Neveu model featuring discrete chiral symmetry [1, 2]. It is well known [3] that, at \( H = 0 \), two phases are possible in this model. Of these, one possesses chiral symmetry for \( G < G_c \), where \( G \) is a bare coupling constant; in the other, chiral invariance is spontaneously broken for \( G > G_c \). Even at arbitrarily small (but nonzero) values of \( H \) and arbitrary values of \( G > 0 \), the model does not have, however, a symmetric ground state, and chiral invariance is spontaneously broken [1, 2]. In [1], special attention was of course given to the case of \( G < G_c \), where the magnetic field causes a dynamical breakdown of chiral symmetry even at arbitrarily small values of \( G \). It was shown in [4] that an external chromomagnetic field leads to similar consequences.

Later on, this effect was explained in [5, 6] by considering that, in an external magnetic field, the dimension of spacetime is effectively reduced (dimensional reduction), which enhances the role of infrared divergences in the rearrangement of the vacuum. In those studies, as well as in [7–10], it was proven that the effect of magnetic catalysis is peculiar not only to various three-dimensional models like the continuous-symmetry Gross–Neveu model, QED_\( _3 \), and free-fermion models but also to four-dimensional theories like those that are based on the Nambu–Jona-Lasinio (NJL) models. Of such four-dimensional theories, the simplest one is that which is specified by the Lagrangian

\[
L_\psi = \sum_{k=1}^{N} \bar{\psi}_k i \gamma^0 \partial_0 \psi_k + \frac{G}{2N} \left( \sum_{k=1}^{N} \bar{\psi}_k \gamma^3 \psi_k \right)^2 + \frac{G}{2N} \left( \sum_{k=1}^{N} \bar{\psi}_k \gamma^3 \psi_k \right)^2 \]

which is invariant under the continuous chiral transformation

\[
\psi_k \rightarrow e^{i \theta \gamma_5} \psi_k \quad (k = 1, \ldots, N).
\]

(In order that the nonperturbative method of 1/N expansion could be used, we will consider the N-fermion version of the NJL model.) It was shown in [11] that, at
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2) The analysis in [1] was performed in terms of the parameter \( g \) such that \( 1/g = 1/g(m) - 2m/\pi \), where \( m \) is a normalization point and \( g(m) \) is the renormalized coupling constant. The relation between \( g \) and \( G \) has the form \( 1/g = 1/G - 1/G_c \). It is clear that, for \( g < 0 \) (\( g > 0 \)), we have \( G > G_c (G < G_c) \). It is also obvious that \( g \) is independent of either the normalization point of the theory or the ultraviolet-cutoff parameter.
$H = 0$, the chiral symmetry (2) in the theory specified by equation (1) is spontaneously broken (phase $B$) when the coupling constant $G$ exceeds the critical value $G_c (G > G_c)$. If $G < G_c$, the vacuum of the model is invariant under transformations (2) (phase $A$). Under the effect of an external magnetic field, the vacuum of the phase $B$ changes its symmetry properties at no values of $H$ [12]. For $G < G_c$, however, the ground state of the model ceases to be symmetric even at arbitrarily small values of $G$ and $H$ [6]; that is, there is no $A$ phase in the NJL model for $H \neq 0$ (effect of magnetic catalysis). Within three-dimensional QED, a generalization of the effect to the case of a nonuniform magnetic field was performed in [14].

From quite general heuristic considerations, it follows that, in all probability, the effect of a magnetic catalysis is universal—that is, it is expected to manifest itself in the majority of models featuring fermion fields. In order to demonstrate this, we note that, for any quantum system of fermions interacting with one another and with other particles in a chirally invariant way, the effective fermion Lagrangian must involve a term proportional to $G(\bar{\psi}\psi)^2$. (In order to find the effective Lagrangian, it is sufficient to perform integration in the generating functional for Green's functions with respect to all fields, except for spinor ones.) By analogy with the NJL model, we can therefore conclude that, in the presence of a catalyst (external magnetic field), chiral invariance will inevitably be broken in the system at an arbitrarily small value of the effective constant $G$. It goes without saying that, in each specific model, the effect of magnetic catalysis has individual features inherent in this model.

As a matter of fact, many physical processes occur at nonzero values of temperature and particle-number density; for this reason, much attention is given to the dependence of the effect of magnetic catalysis on these and on some other factors. By way of example, we indicate that the effect of temperature, a chemical potential, and a magnetic field on the properties of the $(2 + 1)$-dimensional Gross–Neveu model was considered in [15, 16] and that the effect of temperature on the catalysis in the NJL model and in QEDs was studied in [8, 10, 17]; in addition, the concerted effect of gravity and magnetic fields on the critical properties of various theories featuring four-fermion interaction was analyzed in [18, 19].

In the present article, we proceed along the above lines, pursuing further the investigation of magnetic catalysis. Specifically, the properties of the vacuum of the NJL theory whose Lagrangian is given by (1) are considered here in the presence of a chemical potential $\mu$ and a uniform external magnetic field $H$. On this basis, it is shown that, with increasing magnetic field, oscillations of pressure, magnetization (de Haas–Van Alphen effect), and particle-number density (analog of the Shubnikov–de Haas effect of electric-conductivity oscillations in metals) may occur in the system.

2. $\mu \neq 0$, $H = 0$ CASE

We begin by recalling the properties of the NJL model (1) at $\mu = 0$. For this purpose, we consider, instead of (1), the auxiliary Lagrangian

\[ L_\sigma = \bar{\psi}i\hat{\sigma}\psi - \bar{\psi}(\sigma_1 + i\sigma_2\gamma_5)\psi - \frac{N}{2G}(\sigma_1^2 + \sigma_2^2) \]

(on the field $\psi$, we suppressed here, for the sake of simplicity, the index $k$ numbering fermion fields). On the manifold specified by the equations of motion for auxiliary boson fields $\sigma_1, 2$, the Lagrangian in (3) is equivalent to the original Lagrangian (1).

In the leading order of $1/N$ expansion, the effective action of the model is given by

\[
\exp(iNS_{\text{eff}}(\sigma_{1,2})) = \int \mathcal{D}\bar{\psi}\mathcal{D}\psi \exp(i\int L_\sigma dx),
\]

\[ S_{\text{eff}}(\sigma_{1,2}) = -\int dx \frac{\sigma_1^2 + \sigma_2^2}{2G} - i\ln\det(i\hat{\sigma} - \sigma_1 - i\gamma_5\sigma_2). \]

Further, we assume that the fields $\sigma_{1,2}$ are independent of spacetime coordinates. By definition, we have

\[ S_{\text{eff}}(\sigma_{1,2}) = -V_{\text{eff}}(\sigma_{1,2}) \int dx, \]

where

\[ V_{\text{eff}}(\sigma_{1,2}) = \Sigma^2 \]

\[ + 2i \int \frac{d^4p}{(2\pi)^4} \ln(z^2 - p^2) \equiv V_0(\Sigma) \]

with $\Sigma = \sqrt{\sigma_1^2 + \sigma_2^2}$.

Going over to the Euclidean metric ($p_0 \to ip_0$) in the function appearing in (6) and introducing a Lorentz invariant cutoff ($p^2 \leq \Lambda^2$) in the domain of integration, we obtain

\[ V_0(\Sigma) = \frac{\Sigma^2}{2G} - \frac{1}{16\pi^2}\left[\Lambda^4\ln\left(1 + \frac{\Sigma^2}{\Lambda^2}\right) + \Lambda^2\Sigma^2 - \Sigma^4\ln\left(1 + \frac{\Lambda^2}{\Sigma}\right)\right]. \]
The points of extrema of the function in (7) are determined by the equation
\[
\frac{\partial V_\mu(\Sigma)}{\partial \Sigma} = \frac{\Sigma}{4\pi} F(\Sigma)
\]
\[
= \frac{\Sigma}{4\pi} \left\{ \frac{4\pi^2}{G} - \Lambda^2 + \Sigma^2 \ln \left( 1 + \frac{\Lambda^2}{\Sigma^2} \right) \right\} = 0.
\] (8)

From (8), it can be seen that, for \( G < G_c = 4\pi^2/\Lambda^2 \), equation (8) does not have solutions, with the exception of the trivial solution \( \Sigma = 0 \); that is, fermions prove to be massless in this case, and invariance under the chiral transformations (2) is not violated.

If \( G > G_c \), equation (8) has one nontrivial solution corresponding to the global minimum of the potential \( V_\mu(\Sigma) \); this implies a spontaneous breakdown of chiral symmetry and emergence of a nonzero fermion mass.

Let us now assume that \( \mu > 0 \). This case was considered in detail in [20], where the expression for the corresponding effective potential \( V_\mu(\Sigma) \) [the expression for \( V_\mu(\Sigma) \) is given in (7)] was obtained in the form
\[
V_\mu(\Sigma) = V_0(\Sigma)
- 2 \int \frac{d^3 p}{(2\pi)^3} \theta(\mu - \sqrt{\Sigma^2 + p^2})(\mu - \sqrt{\Sigma^2 + p^2}),
\] (9)
with \( \theta(x) \) being a Heaviside step function. Evaluating the integral on the right-hand side of (9), we arrive at
\[
V_\mu(\Sigma) = V_0(\Sigma) - \frac{\theta(\mu - \Sigma)}{16\pi^2} \left\{ \frac{10}{3} \mu (\mu^2 - \Sigma^2)^{3/2}
\right.
- 2\mu \sqrt{\mu^2 - \Sigma^2} + \Sigma^4 \ln \left\{ \left( \mu + \sqrt{\mu^2 - \Sigma^2} \right)^2 / \Sigma^2 \right\} \Biggr\}.
\] (10)

It can easily be shown that, for \( G < G_c \), and for any value of \( \mu \), the absolute minimum of the function in (10) is always attained at the origin—that is, the symmetry under the transformations in (2) is not broken.

For \( G > G_c \), previously unknown properties of the NJL model were discovered in [20] on the basis of an analysis of the point where the potential (10) attains the absolute minimum. Among other things, it was shown there that, at nonzero values of the chemical potential, the state featuring massive fermions is described, in that case, by two different phases that go over to each other via a first-order phase transition. It was also shown in [20] that the chiral symmetry of the model can be restored by means of either a first-order or a second-order phase transition, depending on the values of the model parameters. The phase portrait of the NJL model was constructed in the \((\mu, M)\) plane, where \( M \) is the dynamical fermion mass at \( \mu = 0 \), and it was found that there are two tricritical points on this phase portrait.

3. MAGNETIC CATALYSIS AT \( H \neq 0 \) AND \( \mu = 0 \)

In a nonzero external magnetic field, the effective potential of the NJL model can be derived by the well-known proper-time method [21] or by no less elegant methods relying on calculations in momentum space [22]:
\[
V_H(\Sigma) = \frac{\Sigma^2}{2G} + \frac{eH}{8\pi^2} \int_0^\infty \frac{ds}{s^3} \exp(-s\Sigma^2) \coth(eHs).
\]

Upon an identical transformation of this expression, we arrive at
\[
V_H(\Sigma) = V_0(\Sigma) + \tilde{V}_H(\Sigma) + Z(\Sigma),
\] (11)
where
\[
V_0(\Sigma) = \frac{\Sigma^2}{2G} + \frac{1}{8\pi^2} \int_0^\infty \frac{ds}{s^3} \exp(-s\Sigma^2),
\]
\[
Z(\Sigma) = \frac{(eH)^2}{24\pi^2} \int_0^\infty \frac{ds}{s^3} \exp(-s\Sigma^2),
\]
\[
\tilde{V}_H(\Sigma) = \frac{1}{8\pi^2} \int_0^\infty \frac{ds}{s^3} \exp(-s\Sigma^2)
\]
\[
\times \left[ (eHs) \coth(eHs) - 1 - \frac{(eHs)^2}{3} \right] + (eH)^2 \ln \frac{\Sigma^2}{\Lambda^2}.
\] (12)

Apart from an immaterial infinite term, which is independent of \( \Sigma \), the potential \( V_0(\Sigma) \) in (12) is equal to the function in (6); therefore, the regularized expression for \( V_0(\Sigma) \) has the form (7).

In just the same way as the potential \( V_0(\Sigma) \), the integral \( Z(\Sigma) \) diverges at its lower limit. Upon isolating a finite component in \( Z(\Sigma) \) by means of identical transformations in (12), we arrive at
\[
Z(\Sigma) = \frac{(eH)^2}{24\pi^2} \int_0^\infty \frac{ds}{s^3} \left( \exp(-s\Sigma^2) - \exp(-s\Lambda^2) \right)
\]
\[
+ (eH)^2 \int_0^\infty \frac{ds}{s^3} \exp(-s\Lambda^2),
\] (13)
where \( \Lambda \) appears to be the same cutoff parameter as in (7). As to the last, divergent, term in (13), it contributes to the renormalization of the electric charge \( e \) and to the renormalization of the external magnetic field \( H \); therefore, we disregard this term in the following (we are dealing with a similar situation in calculating the effective action in QED [21, 23], where it is also necessary.
to renormalize $\epsilon$ and $H$ in order to obtain a finite expression for the effective action.

The last potential in (12), $\tilde{V}_H(\Sigma)$, features no divergences; it can be evaluated easily by using standard integrals that are presented in [24]. Taking into account (11)–(13), we obtain

$$V_H(\Sigma) = V_0(\Sigma) - \frac{(\epsilon H)^2}{2\pi^2} \left[ \zeta(-1, x) - \frac{1}{2} [x^2 - x] \ln x + \frac{x^2}{4} \right],$$

where $x = \Sigma^2/(2\epsilon H)$, $\zeta(v, x)$ is a generalized Riemann zeta function [25], and $\zeta(-1, x) = d\zeta(v, x)/dv|_{v = -1}$. The following relations [25] will be useful in the ensuing calculations:

$$\frac{d}{dx} \zeta(v, x) = -v \zeta(v + 1, x),$$

$$\frac{d}{dv} \zeta(v, x)|_{v = 0} = \ln \Gamma(x) - \frac{1}{2} \ln(2\pi).$$

With the aid of equations (14) and (15), we can find easily that the point at which the potential $V_H(\Sigma)$ achieves the global minimum satisfies the equation

$$\frac{\partial}{\partial \Sigma} V_H(\Sigma) = \frac{\Sigma}{4\pi^2} \left[ F(\Sigma) - I(\Sigma) \right] = 0,$$

where $F(\Sigma)$ is given by (8) and where

$$I(\Sigma) = 2\epsilon H \left\{ \ln \Gamma(x) - \frac{1}{2} \ln(2\pi) + x - \frac{1}{2} (2x - 1) \ln x \right\}$$

$$= \int_0^\infty ds \exp(-s\Sigma^2) \left[ eHS \coth(eHS) - 1 \right],$$

[the parameter $x$ has been defined immediately after equation (14)]. Now, it can be shown easily that, for $\Sigma \in (0, +\infty)$, the function $I(\Sigma)$ decreases monotonically from $+\infty$ to 0; on the contrary, the function $F(\Sigma)$ increases monotonically, within this interval, from $4\pi^2/G - \Lambda^2$ to $4\pi^2/G$. For any nonzero value of the external magnetic field $H$, there therefore exists a unique nonzero function $\Sigma_0(H)$ (both for $G < G_c$ and $G > G_c$) such that it satisfies equation (16) and that it corresponds to the global minimum of the potential $V_H(\Sigma)$. Physically, the solution denoted by $\Sigma_0(H)$ represents a fermion mass [in Fig. 1, which illustrates the case of $G < G_c$, it appears to be the point where the graphs of the functions $F(\Sigma)$ and $I(\Sigma)$ intersect].

Thus, we can see that, for $G < G_c$ and $H = 0$, the vacuum of the NJL model possesses chiral invariance, but that, at arbitrarily small nonzero values of the magnetic-field strength, this symmetry is spontaneously broken, which means that a magnetic field appears to be a catalyst of a spontaneous breakdown of invariance under the chiral transformations (2) (this result was first obtained in [6]). In the following, the properties of the vacuum of the model specified by equation (1) will be studied only in the case of $G < G_c$.

Listed below are some properties of the function $\Sigma_0(H)$. From the integral representation (17) of $I(\Sigma)$, it follows that $\partial I/\partial H > 0$; at fixed values of $\Sigma$, the graph of the function $I(\Sigma)$ are therefore shifted upward with increasing $H$ and downward (toward the $\Sigma$ axis) with decreasing $H$ (see Fig. 1). It is obvious that $\Sigma_0(H)$ then increases or decreases, respectively, since the graph of the function $F(\Sigma)$ undergoes no changes; that is, $\Sigma_0(H)$ appears to be a monotonically increasing function of the magnetic-field strength.

Let us now study the asymptotic behavior of this function for $H \to \infty$. We assume that

$$\Sigma_0(H) \to \infty, \quad \Sigma_0^2(\epsilon H) \to \infty \quad \text{for} \quad H \to \infty.$$  (18)

By using equations (8) and (17) and taking into account (18), we find that, at large values of the magnetic-field strength, the functions $F$ and $I$ are given by

$$F(\Sigma_0) \approx 4\pi^2/G, \quad I(\Sigma_0) \approx 4(\epsilon H)^2/(12\Sigma_0^2).$$

It follows that, for $H \to \infty$, the leading term in the asymptotic expansion of the solution to the equation $F(\Sigma) = I(\Sigma)$ is given by

$$\Sigma_0(H) \approx \frac{eH}{\pi} \sqrt{\frac{4G}{12\epsilon}}.$$  (19)

[It can be seen easily that the solution in (19) satisfies the conditions in (18).]

In a similar way, we can determine the asymptotic behavior of the solution $\Sigma_0(H)$ for $H \to 0$. Indeed, it can be shown that, if only the leading terms in the

\[\text{Fig. 1. Graphs of the functions } F(\Sigma) \text{ and } I(\Sigma). \text{ The point of their intersection determines a nontrivial solution to equation (16) for the points of extrema of the effective potential. Errors indicate the directions in which the graph of the function } I(\Sigma) \text{ is displaced when the external-magnetic-field strength is increased or decreased.}\]
asymptotic expansions on the two sides of the equation $F(\Sigma) = I(\Sigma)$ are retained under the condition that $H \to 0$, $\Sigma \to 0$, and $\Sigma^2/(eH) \to 0$, we arrive at an equation whose solution

$$\Sigma^2_0(H) = \frac{eH}{\pi} \exp \left\{ -\frac{1}{eH} \left( \frac{4\pi^2}{G} - \Lambda^2 \right) \right\} \tag{20}$$

is consistent with the constraints imposed in deriving it. Hence, the expression on the right-side of (20) is precisely the leading term in the asymptotic expansion of the nontrivial solution to the equation for the points of extrema in the limit $H \to 0$.

Thus, we conclude that, for $G < G_c$, even an arbitrarily small external magnetic field induces a spontaneous breakdown of chiral invariance in the NJL model.

4. MAGNETIC CATALYSIS AT $H \neq 0$ AND $\mu \neq 0$

Suppose that $G < G_c$ and $\mu \neq 0$. It is well known that, in contrast to a magnetic field, the chemical potential facilitates the restoration of chiral symmetry. It is therefore natural to expect that, at a fixed nonzero value of $\mu$, the opposing trends due to the above two factors will result in that only for magnetic fields whose strength exceeds some finite threshold critical value $H_c(\mu)$ will a dynamical breakdown of symmetry under transformations (2) be induced in the case being considered. If $H < H_c(\mu)$, the chemical potential must have a more pronounced effect on the vacuum; hence, chiral symmetry is expected to be preserved. Below, these qualitative considerations will be supported by a calculation of the phase structure of the NJL model for $H \neq 0$ and $\mu \neq 0$.

The effective potential in the three-dimensional Gross–Neveu model was obtained in [16] at nonzero values of an external magnetic field $H$, temperature $T$, and the chemical potential $\mu$. In a similar way, we can derive the effective potential in the model considered here, that specified by equation (1), for nonzero values of $H$, $T$, and $\mu$. The result is

$$V_{H\mu}(\Sigma) = V_H(\Sigma) - \frac{T eH}{4\pi^2} \sum_{k = 0}^{\infty} \alpha_k \int dp \ln \left\{ [1 + \exp (-\beta(\epsilon_k + \mu))] \left[ 1 + \exp (-\beta(\epsilon_k - \mu)) \right] \right\}, \tag{21}$$

where $\beta = 1/T$, $\alpha_k = 2 - \delta_{0k}$, $\epsilon_k = \sqrt{\Sigma^2 + p^2 + 2eHk}$, and the function $V_H(\Sigma)$ is defined in (11). In the limit $T \to 0$, expression (21) takes the form

$$V_{H\mu}(\Sigma) = V_H(\Sigma) - \frac{eH}{4\pi^2} \sum_{k = 0}^{\infty} \alpha_k \int dp (\mu - \epsilon_k) \theta(\mu - \epsilon_k). \tag{22}$$

Evaluating the integral in (22), we arrive at

$$V_{H\mu}(\Sigma) = V_H(\Sigma) - \frac{eH}{4\pi^2} \sum_{k = 0}^{\infty} \alpha_k \theta(\mu - \epsilon_k)$$

$$\times \left\{ \frac{\mu + \sqrt{\mu^2 - s_k^2}}{s_k} \ln \frac{\mu + \sqrt{\mu^2 - s_k^2}}{s_k} \right\},$$

where $s_k = \sqrt{\Sigma^2 + 2eHk}$. With the aid of (16), the equation that determines the points of extrema of the potential (23) can be written as

$$\frac{\partial}{\partial \Sigma} V_{H\mu}(\Sigma) = \frac{\Sigma}{4\pi^2} \left\{ F(\Sigma) - I(\Sigma) \right\}$$

$$+ 2eH \sum_{k = 0}^{\infty} \alpha_k \theta(\mu - \epsilon_k) \ln \frac{\mu + \sqrt{\mu^2 - s_k^2}}{s_k} = 0.$$ \tag{24}

Our attention being focused on the phase structure of the model specified by equation (1), each point of that region of the $(\mu, H)$ plane where $\mu \geq 0$ and $H \geq 0$ must be associated with some phase that is unambiguously determined by the global minimum of the potential (23). The procedure that we believe to be optimal for implementing this construction and which is dictated by the structure of expressions (23) and (24) is as follows. We break down the above region of the $(\mu, H)$ plane into domains $\omega_k(\mu, H \geq 0)$ defined as

$$(\mu, H) = \bigcup_{k = 0}^\infty \omega_k; \tag{25}$$

$$\omega_k = \{(\mu, H) : 2eHk \leq \mu^2 \leq 2eH(k + 1)\}.$$

It is obvious that, in the region $\omega_k$, the quantities in (23) and (24) receive contributions only from the first terms in the corresponding sums; that two terms in each of these sums—those that correspond to $k = 0$ and $1$—are nonzero in the region $\omega_k$; and so on. (A similar approach was adopted in studying the effective potentials in the three-dimensional Gross–Neveu model for $\mu$, $H \geq 0$ [16] and in the NJL model with a chemical potential and one compactified spatial coordinate—that is, in spacetime of the form $R^4 \times S^1[26, 27]$.)

Let us now consider the phase structure of the NJL model in the region $\omega_k$ under the condition $G < G_c$. In this case, equation (24), which determines the points of extrema of the potential (23), takes the form

$$\frac{\Sigma}{4\pi^2} \left\{ F(\Sigma) - I(\Sigma) \right\}$$

$$+ 2eH \theta(\mu - \Sigma) \ln \left[ \frac{\mu + \sqrt{\mu^2 - \Sigma^2}}{\Sigma} \right] = 0.$$ \tag{26}
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A numerical investigation of equation (26) reveals that, for points of the region $\omega_0$ that lie above the curve $L = \{ (\mu, H) : \mu = \Sigma_0(H) \}$, the potential (23) attains the global minimum at the point $\Sigma = 0$. From the asymptotic behavior of the solution $\Sigma_0(H)$ [see equations (19) and (20)], it follows that, at sufficiently small values of the magnetic-field strength, the curve $L$ lies within the region $\omega_0$. However, it intersects the boundary of $\omega_0$ at some value $H^*$ dependent on $G$ and $\Lambda$ and goes beyond this region. At some values of $G$ and $\Lambda$, $H^*(G, \Lambda)$ can be determined easily on the basis of the data from the table, whose upper and lower rows quote, respectively, several values of the ratio $G_c/G$ and the corresponding values of $2eH^*(G, \Lambda)/\Lambda^2$. It can be seen that, as $G$ approaches zero, the magnetic-field-strength value at which the curve $L$ leaves the region $\omega_0$ increases, the parameter $\Lambda$ being fixed. Specifically, we have

$$2eH^* \approx \frac{(487.01 \ldots)G^{-1}}{G \to 0},$$

$$\lim_{G \to G_c} (2eH^*) = (11.84 \ldots)\Lambda^2.$$

As soon as we reduce the value of $\mu$ and intersect the curve $L$ within the region $\omega_0$, the potential $V_{H_0}(\Sigma)$ develops a second nonzero, local, minimum—the point $\Sigma_0(H)$—which becomes the global minimum when $\mu$ decreases further. The critical chemical-potential value $\mu_c(H)$ at which the system goes over from the chiral-invariant phase to a phase where chiral symmetry is spontaneously broken is determined from the equation

$$V_{H_0}(0) = V_{H_0}(\Sigma_0(H)).$$

In the region $\omega_0$, it has the solution

$$\mu_c(H) = \frac{2\pi}{\sqrt{eH}} \left( V_{H_0}(0) - V_{H_0}(\Sigma_0(H)) \right)^{1/2}.$$  

By integrating equation (16) with respect to $\Sigma$ from 0 to $\Sigma_0(H)$ and going over to the limit $H \to 0$ in the resulting expression, we can find that the asymptotic behavior of $\mu_c(H)$ at small $H$ is given by

$$\mu_c(H) = \frac{eH}{2\pi} \exp \left\{ -\frac{1}{2eH} \left( \frac{4\pi^2}{G} - \Lambda^2 \right) \right\}.$$

Thus, we can see that, in the model specified by equation (1) and considered at $G < G_c$, the curve $\mu = \mu_c(H)$ divides the $(\mu, H)$ plane into two regions. In the first of these—that is, at $\mu > \mu_c(H)$—the vacuum of the system is invariant under chiral transformations, while, in the second—that is, at $\mu < \mu_c(H)$—the invariance of the theory under the chiral transformations (2) is spontaneously broken. The two phases go over to each other via a first-order phase transition occurring upon the intersection of the curve $\mu = \mu_c(H)$ separating these phases.

It is obvious that, at $\mu = \text{const}$ and $H < H_c(\mu)$ [here, $H_c(\mu)$ is obtained by inverting the function $\mu_c(H)$], the condition $\mu > \mu_c(H)$ holds; that is, chiral symmetry is not broken. The case of $H > H_c(\mu)$ corresponds to the region where chiral symmetry is broken. At $\mu = \text{const}$, this means that, for $H > H_c(\mu)$, an external magnetic field catalyzes a spontaneous breakdown of invariance under the chiral transformations (2).

It is also interesting to note that, in the region below the critical curve $\mu = \mu_c(H)$, the order parameter—for this, we can take either the fermion mass or the point of the global minimum, $\Sigma_0(H)$—is independent of $\mu$; in other words, the amount of chiral-symmetry breaking in the model by a magnetic field is independent here of $\mu$.

5. OSCILLATION PHENOMENA

AT $H \neq 0$ AND $\mu \neq 0$

In the preceding section, we have shown that, on the $(\mu, H)$ phase plane, the chiral-invariant ground state of the NJL model specified by equation (1) corresponds to points lying above the critical curve $\mu = \mu_c(H)$. Single-particle fermion excitations above this vacuum are massless. At first glance, the properties of this vacuum are weakly dependent on $\mu$ and $H$, and that part of the $(\mu, H)$ plane where $\mu > \mu_c(H)$ is entirely occupied by the symmetric phase of the theory. But in fact, infinitely many critical phenomena occur in the region $\mu > \mu_c(H)$ at an infinite number of points in response to variations in external parameters. This is because the ground state of the model changes abruptly its properties with increasing $\mu$ at fixed $H$ or with decreasing $H$ at fixed $\mu$. At the above points, there occur second-order phase transitions that do not violate, however, the chiral invariance of the vacuum. These critical phenomena can manifest themselves as oscillations of pressure and magnetization; oscillations of the particle-number density in ground-state of the system are also possible in this case. Below, we consider all these possibilities.

The state of thermodynamic equilibrium (ground state) of any quantum field theory is unambiguously characterized by the thermodynamic potential defined as the value of the effective potential at the point of the global minimum. The thermodynamic potential coincides with pressure in absolute value, differing from it in sign (see Appendix). In the case considered here, the
expression for the thermodynamic potential $\Omega(\mu,H)$ in the region $\mu > \mu_c(H)$ has the form

$$\Omega(\mu,H) \equiv V_{H\mu}(0) = V_H(0) - \frac{eH}{2\pi^2} \sum_{i = 0}^{\infty} \alpha_i \theta(\mu - \epsilon_i)$$

$$(29) \times \left\{ \mu \sqrt{\mu^2 - \epsilon_i^2} - \epsilon_i^2 \ln \left[ \frac{\sqrt{\mu^2 - \epsilon_i^2} + \mu}{\epsilon_i} \right] \right\},$$

where $\epsilon_i = \sqrt{2eHk}. It is well known that, at the points of

first-order (second-order) phase transitions, the first-order (second-order) partial derivative of the thermodynamic potential with respect to one of the arguments develops a discontinuity, and so naturally do all the corresponding partial derivatives of orders higher than one (two) with respect to the same argument. On the basis

of this criterion of phase transitions, we will analyze the phase structure of the model under investigation for $\mu > \mu_c(H). We will show that the boundaries between the regions $\omega_k$ (25)—that is, the lines $l_k = \{(\mu,H) : \mu = \sqrt{2eHk} \}$ $(k = 1, 2, \ldots)$—represent the critical lines of second-order phase transitions. In order to do this, we will consider the function given by (29) in one of the regions $\omega_k$:}

$$\Omega(\mu,H)|_{\omega_k} \equiv \Omega_k = V_H(0) - \frac{eH}{4\pi^2} \sum_{i = 0}^{k} \alpha_i \theta(\mu - \epsilon_i)$$

$$(30) \times \left\{ \mu \sqrt{\mu^2 - \epsilon_i^2} - \epsilon_i^2 \ln \left[ \frac{\sqrt{\mu^2 - \epsilon_i^2} + \mu}{\epsilon_i} \right] \right\}.$$ Evaluating the first- and second-order derivatives of $\Omega_k$ with respect to $\mu$, we obtain

$$\frac{\partial \Omega_k}{\partial \mu} |_{(\mu,H) \rightarrow l_+} - \frac{\partial \Omega_{k-1}}{\partial \mu} |_{(\mu,H) \rightarrow l_-} = 0.$$ (31)

The equality in (31) means that the first-order derivative of the thermodynamic potential $\Omega$ with respect to $\mu$ is continuous on all curves $l_\pm$. From (32), it follows, however, that a second-order phase transition occurs on each line $l_\pm$ since the second-order derivative of the thermodynamic potential with respect to $\mu$ undergoes there infinite jumps. Similarly, it can be shown that the second-order derivatives $\partial^2 \Omega/\partial \mu^2$ and $\partial^2 \Omega/\partial \mu \partial H$ are also discontinuous (have infinite jumps) on each of the curves $l_\pm$.

For the case of $G < G_c$, which is considered here, the phase portrait of the model is depicted in Fig. 2, where solid lines (lines $l_\pm$) represent lines of second-order phase transitions, while the dashed curve is that of first-order phase transitions. In the phase $B$, chiral symmetry is spontaneously broken, and fermions have a mass $\Sigma(H)$. In each of an infinite set of chiral invariant phases $A_0, A_1, \ldots$, fermions are massless.

![Phase portrait of the Nambu–Jona-Lasinio model for $G < G_c$. Solid lines are those of second-order phase transitions, while the dashed curve is drawn through the points of first-order phase transitions. In the phase $B$, the chiral symmetry of the model is spontaneously broken, and fermions have a mass $\Sigma(H)$. In each of an infinite set of chiral invariant phases $A_0, A_1, \ldots$, fermions are massless.](image-url)
temperature, the first-order derivatives of the magnetization \( m(H) \) and the particle-number density \( n(H) \) of a free fermion gas in an external magnetic field \( H \) with respect to \( H \) have discontinuities at an infinite number of points \([28–30]\). According to the above definition, oscillating parameters of the NJL model include the quark condensate, the fermion-number density, and the critical curve of chiral phase transitions in the case where one of the spatial coordinates is compactified and where the compactification radius appears to be a variable \([27]\). (Oscillations of various physical quantities become smoother at nonzero temperature, but this case is not considered here.)

It turns out that, in the NJL model, the oscillations of the functions \( n(H) \) and \( m(H) \) can be obtained in an explicit form. For this purpose, we make use of the technique proposed in \([30]\), where the oscillating component of the thermodynamic potential of the relativistic electron–positron gas as isolated exactly. This technique is applicable to the thermodynamic potential in the form \((29)\). By analogy with what was done in \([25]\), we represent it as

\[
\Omega(\mu, H) = \Omega_{\text{mon}}(\mu, H) + \Omega_{\text{osc}}(\mu, H),
\]

where

\[
\Omega_{\text{mon}} = V_H(0) - \frac{\mu^4}{12\pi^2} - \frac{(eH)^2}{4\pi^3} \int dy \sum_{k=1}^{\infty} \frac{1}{k} P(\pi ky),
\]

\[
\Omega_{\text{osc}} = \frac{\mu}{4\pi^{3/2}} \sum_{k=1}^{\infty} \left( \frac{eH}{\pi k} \right)^{3/2} \left[ Q(\pi ky) \cos(\pi ky + \pi/4) \right.

\left. + P(\pi ky) \cos(\pi ky - \pi/4) \right]
\]

with \( \nu = \mu^2/(eH) \).

Expressions \((34)\) and \((35)\) involve the functions \( P(x) \) and \( Q(x) \) that are related to the well-known Fresnel integrals \( C(x) \) and \( S(x) \) \([25]\) by the equations

\[
C(x) = \frac{1}{2} + \frac{x}{\sqrt{2\pi}} [P(x) \sin x + Q(x) \cos x],
\]

\[
S(x) = \frac{1}{2} - \frac{x}{\sqrt{2\pi}} [P(x) \cos x - Q(x) \sin x].
\]

For \( x \to \infty \), the asymptotic expansions of these functions are \([25]\)

\[
P(x) = x^{-1} - 3 - 4x^{-3} + \ldots, \quad Q(x) = -\frac{1}{2} x^{-2} + \frac{15}{8} x^{-4} + \ldots.
\]

From \((35)\), it can be seen that the thermodynamic potential of the NJL model, along with the pressure in the system, oscillates at large values of the variable \((eH)^2\), the frequency of these oscillations being \(\mu^2/2\). Although the function \( \Omega(\mu, H) \) oscillates explicitly as a function of \( H \) at a constant value of the chemical potential, it does not belong to the class of oscillating functions that was defined above. However, the partial derivatives of this function with respect to \( \mu \) and \( H \)—that is, the quantities \( n(H) \) and \( m(H) \)—belong to this class and oscillate at large value of \((eH)^{-1}\), the oscillation frequency being again \(\mu^2/2\). The explicit expressions for the oscillating components of \( n(H) \) and \( m(H) \) can be found by using equations \((33)\)–\((35)\), but we do not present them here to avoid encumbering the article with unwieldy expressions.

6. CONCLUSION

The effect of an external magnetic field on the NJL model in the presence of a chemical potential has been considered for \( G < G_c \). At \( \mu = 0 \), arbitrarily small values of the magnetic-field strength induce a spontaneous breakdown of the chiral invariance of the model considered here \([6]\), but, for \( \mu \neq 0 \) and sufficiently small values of \( H \), it has been shown here that the system occurs in the symmetric state. As soon as the magnetic-field strength achieves some critical value \( H_c(\mu) \), there occurs a first-order phase transition from the massless symmetric phase \( A_0 \) to the massive phase \( B \) (see phase portrait of the model in Fig. 2), where the chiral symmetry is spontaneously broken (we can then say that a dynamical breakdown of symmetry is induced by an external magnetic field).

It has also been proven that, as the magnetic-field strength is decreased at \( \mu = \text{const} \), there occurs an infinite cascade of second-order phase transitions in the system, each leaving the chiral properties of the ground state of the model unchanged [that is, invariance under the chiral transformations \((2)\) is preserved]; at the same time, thermodynamic features of the system like isothermal compressibility and magnetic susceptibility undergo discontinuities (see Appendix). These critical properties of the model are illustrated by its phase portrait in Fig. 2, where we can see an infinite number of massless chiral-invariant phases \( A_k \) \((k = 0, 1, 2, \ldots)\) in the \((\mu, H)\) plane. Owing to this phase structure, oscillations of the magnetization (de Haas–Van Alphen effect) and oscillations of the fermion-number density in the ground state (analog of the Shubnikov–de Haas effect, which consists in oscillations of the electric conductivity of metals in external magnetic fields at low temperatures) can be observed in the NJL system as the magnetic-field strength tends to zero.
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APPENDIX

Thermodynamic Coefficients and Their Relation to $\Omega(\mu, H)$

By thermodynamic coefficients, we mean expressions of the form $(\partial x/\partial y)_z$, where $x, y, z, \ldots$ are thermodynamic features of the system like temperature $T$, volume $V$, pressure $p$, the total number $N$ of particles, the total magnetization $M$, and an external magnetic field $H$ [29]. It is the jumps in thermodynamic coefficients that are used in practice to establish the occurrence of second-order phase transitions.

Suppose that $T, V, H$, and $\mu$ (chemical potential) are independent parameters of the system. The thermodynamic potential (more precisely, its density) then has the form $\Omega(\mu, T, H) = -p \equiv -p(\mu, T, H)$ [29, 31]. It follows that

$$-d\Omega = dp = n d\mu + s dT + m dH,$$

(A.1)

where $n = N/V$ is the particle-number density, $s$ is the density of the entropy, and $m = M/V$ is the density of the magnetization. Here, we aim at establishing relations between the second-order derivatives of the thermodynamic potential $\Omega(\mu, T, H)$ and some thermodynamic coefficients.

By definition, the isothermal compressibility is the thermodynamic coefficient (supplemented with a factor $V^{-1}$)

$$\kappa_f \equiv -\frac{1}{V} \left( \frac{\partial V}{\partial p} \right)_{T,N,H},$$

(A.2)

which can be measured directly in many experiments peculiar to the physics of condensed states [29, 31]. From (A.1), it follows that $n = -\partial \Omega / \partial \mu$ and that, at constant $H$ and $T$, $dp = n d\mu$. Taking these relations into account, we can reduce $\kappa_f$ to the form

$$\kappa_f = -\frac{1}{V} \left( \frac{\partial V}{\partial p} \right)_{T,N,H} = -\frac{1}{V} \left( \frac{\partial (N/n)}{n d\mu} \right)_{T,N,H} = n^{-2} \frac{\partial m}{\partial \mu} = -n^{-2} \frac{\partial^2 \Omega}{\partial \mu^2};$$

(A.3)

that is, $\partial^2 \Omega/\partial \mu^2$ is proportional to the isothermal compressibility $\kappa_f$ of the system.

The magnetic susceptibility $\kappa_m$, another thermodynamic coefficient, is proportional to $\partial^2 \Omega / (\partial H)^2$. Indeed, we have

$$\kappa_m = \frac{1}{V} \left( \frac{\partial M}{\partial H} \right)_{T,V,...} = \frac{\partial m}{\partial H} = -\frac{\partial^2 \Omega}{(\partial H)^2},$$

where we have used the definition of magnetic susceptibility, the identity $M = m V$, and the relation $m = -\partial \Omega / \partial H$ [which follows from (A.1)].

Finally, we consider the thermodynamic coefficient $(\partial M/\partial p)_{T,V,H}$. It is obvious that

$$-\frac{1}{V} \left( \frac{\partial M}{\partial p} \right)_{T,V,H} = -\frac{1}{V} \left( \frac{\partial (V m)}{n d\mu} \right)_{T,V,H} = -n^{-1} \frac{\partial m}{\partial \mu} = -n^{-1} \frac{\partial^2 \Omega}{\partial \mu \partial H},$$

where we have used, in just the same way as in deriving (A.3), the relation $dp = n d\mu$.
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1. INTRODUCTION

The chiral soliton models, Skyrme model first of all [1], are attractive because they are simple and elegant and allow us to describe the properties of lowest baryons with a rather good accuracy. At the same time, since the quark degrees of freedom are excluded from the beginning, the Skyrme model is not completely realistic: it is generally believed that quarks should be explicitly present in the baryons. Consideration of more realistic models with explicit quark degrees of freedom included in the Lagrangian seems to be necessary.

For the case of nonstrange baryons, this was done in [2–6] within the chiral quark–meson (CQM) model, where the mean–field approximation for the quark wave functions was an important ingredient. From a theoretical point of view, CQM models have an advantage that there is no question about the choice of the terms in the Lagrangian responsible for the stability of the soliton: the stabilization is due to the quark–meson interaction. Such models are minimal in the sense that only the second–order terms in chiral–field derivatives are present in the effective Lagrangian [2–5].

Here, we extend such models for the consideration of baryons with strangeness, charm, and bottom for the sector with \( B = 1 \), first of all. These degrees of freedom are treated in the same manner as in the bound–state approach to heavy flavors proposed in [7, 8] and a “rigid oscillator” version of which was developed in [9–11]. As was shown recently within the rigid oscillator model, the baryonic systems with charm or bottom have even more chances to be stable with respect to strong interactions, in comparison with strange baryonic systems [11]. Here, we present some estimates for the binding energies of the lightest baryonic system with nontrivial flavor in the chiral quark–meson model and show that these estimates are in qualitative agreement with those obtained in [10, 11].

In Section 2, we consider the SU(3) extension of the chiral quark–meson Lagrangian. In the next section, we give an explicit expression for the Hamiltonian of the baryonic system in the leading order in \( N_c \) in terms of the flavor (antiflavor) excitation frequencies. In Section 4, the \( B = 1 \) sector is considered and hyperon–nucleon mass differences are estimated, including the zero–mode corrections of order 1/\( N_c \). In Section 5, the sectors with \( B \geq 2 \) are discussed, and binding energies of some few–baryonic systems are estimated.
2. SU(3) EXTENSION OF THE CHIRAL QUARK–MESON LAGRANGIAN

The SU(3) extension of the chiral quark–meson Lagrangian density can be written in the following way [2, 3]:

\[ \mathcal{L} = i \bar{\Psi} \hat{D} \Psi - g F_\pi (\bar{\Psi}_L U \Psi_R + \bar{\Psi}_R U^\dagger \Psi_L) \]
\[ - \frac{\alpha_F}{3} g F_\pi [\bar{\Psi}_L (1 - \sqrt{3} \lambda_8) U \Psi_R + \bar{\Psi}_R U^\dagger (1 - \sqrt{3} \lambda_8) \Psi_L] \]
\[ + \frac{F^2_\pi}{16} \text{tr} l_\mu^\dagger l_\mu + \frac{F^2_\pi}{16} \text{tr} (U + U^\dagger - 2) \]
\[ + \frac{F_D^2}{24} m_2^2 - \frac{F^2_\pi m_2^2}{24} \text{tr} (1 - \sqrt{3} \lambda_8) (U + U^\dagger - 2) \]
\[ + \frac{F^2_\pi}{48} \text{tr} (1 - \sqrt{3} \lambda_8) (U l_\mu^\dagger l_\mu + l_\mu^\dagger l_\mu U^\dagger). \]

Here, \( \Psi \) is a triplet of quark fields: \((u, d, s), (u, d, c), \) or \((u, d, b)\); \( \lambda_8 \) are the Gell–Mann matrices; \( U \in SU(3) \) is a unitary matrix incorporating chiral (meson) fields; and \( l_\mu = U^\dagger \partial_\mu U. \) In this model, \( F_\pi \) is fixed at the physical value, \( F_\pi = 186 \text{ MeV,} \) and \( g F_\pi = 500 \text{ MeV} \) appears as the effective bare \( u \)– and \( d \)-quark masses. The interaction between quarks is not considered explicitly, but it is present in this mean-field description of the quarks due to the quark–meson coupling. Here, we have included terms in the Lagrangian which describe flavor symmetry breaking (FSB) in bare constituent quark masses, \(- (F^2_D m^2_D - F^2_\pi m^2_\pi)\), as well as in the quark–meson coupling which is proportional to a parameter \( \alpha_F. \) The FSB in the meson sector of the Lagrangian is of usual form and was sufficient to describe the mass splittings of the octet and decuplet of baryons [17].

Here, we consider first a case of flavor symmetry in the usual form and was sufficient to describe the mass splittings of the octet and decuplet of baryons [17].

The importance of the quark sector of the Lagrangian is that it reproduces the properties of the Wess–Zumino (WZ) term written in the simple form by Witten [18]. First, the baryon number is given by this term, and second, when the field \( \Psi \) is turned into “strange” or “charm,” the right quark Lagrangian gives the contribution coinciding with that coming from the WZ term in the Skyrme model [9, 10].

We shall consider the collective-coordinate rotation of the quark field \( \Psi \) and the meson fields incorporated into the matrix \( U, \) in the spirit of the bound-state approach to the description of strangeness proposed in [7–9] and used in [10, 11]:

\[ \Psi(r, t) = R(t) \Psi_0(O(t) r), \]
\[ U(r, t) = R(t) U_0(O(t) r) R^\dagger(t), \]
\[ R(t) = A(t) S(t), \]

where \( \Psi_0 \) is originally a two-component spinor in the \((u, d) SU(2) \) subgroup; \( U_0 \) is the \( SU(2) \) soliton embedded into \( SU(3) \) in the usual way (into left upper corner); \( A(t) \in SU(2) \) describes \( SU(2) \) rotations; \( S(t) \in SU(3) \) describes rotations in the “strange,” “charm,” or “bottom” direction; and \( O(t) \) describes rigid rotations in coordinate space. To be more specific, we shall consider the extension of the \((u, d) SU(2) \) Skyrme model in strange direction, when \( D \) is the field of \( K \) mesons. But it is evident that a similar extension can be made in the charm or bottom directions also:

\[ S(t) = \exp (i \hat{D}(t)), \quad \hat{D}(t) = \sum_a D_a(t) \lambda_a, \]

where \( \lambda_a \) are Gell–Mann matrices of \((u, d, s), (u, d, c), \) or \((u, d, b) \) SU(3) groups. The \((u, d, c) \) and \((u, d, b) \) SU(3) groups are quite similar to the \((u, d, s) \) one. For the \((u, d, c) \) group, a simple redefinition of hypercharge should be made. For the \((u, d, s) \) group, we have \( D_3 = (K^* + K^-)/\sqrt{2}, \)
\( D_8 = i(K^* - K^-)/\sqrt{2}, \) etc. For the \((u, d, c) \) group \( D_4 = (D^0 + D^0)/\sqrt{2}, \) etc.

Consider first the contribution due to the time dependence of the collective rotations in the quark sector of the Lagrangian:

\[ \mathcal{L}_q = \left[ \sum_q i \bar{\Psi} \hat{D} \Psi \right]_{\text{coll}} \]
\[ = \sum_q \Psi^\dagger \left[ i \dot{S} + \frac{1}{2} \dot{S}^\dagger \tau \cdot \omega S + i (r \cdot \Omega \cdot \partial) \right] \Psi. \]

Here, \( \omega \) and \( \Omega \) are the vectors of angular velocities for the isospin and usual space rotations, respectively, defined in the standard way:

\[ \dot{A} = - i \omega \cdot \tau/2, \quad \dot{O}_{km} = i \epsilon_{ikm} \Omega_m. \]

The field \( D \) is small in magnitude, of order \( 1/\sqrt{N_c}, \)
where \( N_c \) is the number of colors in QCD. Therefore, an expansion of the matrix \( S \) in \( D \) powers can be made. Taking into account all the terms up to \( O(1/N_c), \) we can represent \( \mathcal{L}_q \) in the form

\[ \mathcal{L}_q = \sum_q \Psi^\dagger_0 \left[ \frac{i}{2} D^\dagger D + D^\dagger D \right] \left( 1 - \frac{2}{3} D^\dagger D - \frac{1}{2} \frac{1}{2} \tau D^\dagger \cdot \tau D \right) \]
\[ + \frac{1}{2} (\omega - \beta) \cdot \tau - \frac{1}{2} (\omega \cdot \tau D^\dagger D + \omega D^\dagger \cdot \tau D) \]
\[ + \frac{1}{12} D^\dagger D \tau \cdot \beta + i (r \cdot \Omega \cdot \partial) \right] \Psi_0. \]
Here,
\[ \boldsymbol{\beta} = i(D^\dagger \tau D - D^\dagger \tau D) \] (5b)
is the angular velocity of rotation in the “flavor” direction, \( D \) is the doublet of heavy-meson fields, kaons, and \( D \) or \( B \) mesons. Lagrangian (5a) does not depend on the quark orientation in isospace or on their radial wave functions, which are not the same for different quarks. However, for arbitrary \( B \), we always find the following term containing the factor \( N_c \), after summing over quark colors and flavors and integrating with respect to space coordinates:
\[ L_q = \frac{N_c B s_d^2}{2} [i(D^\dagger D - D^\dagger D) - (\omega D^\dagger \cdot \tau D)], \] (6)
which is valid in any order in \( d^2 = 2D^\dagger D \). It is assumed in (6) that the quark wave functions \( \Psi \) are properly normalized, \( \int \Psi^\dagger \Psi d^3r = 1 \). This contribution coincides with that obtained from the Wess–Zumino term in the action in the bound-state approach of the topological soliton (Skyrme) model [8–10].

The general parametrization of \( U_0 \) for the \( SU(2) \) soliton we use here is given by \( U_0 = c_j + s_j \tau \cdot \mathbf{n} \) with \( n_z = c_a, \ n_y = s_a c_f, \ n_x = s_a s_f, \ s_j = \sin f, \ c_j = \cos f \), etc. The mass term in Lagrangian (1) can be calculated exactly, without expansion in the field \( D \) because the matrix \( S \) is \( S = 1 - i\vec{\mathbf{n}} \sin d/d - i\vec{\mathbf{D}}^2(1 - \cos d)/d^2 \) with \( d^2 = \text{tr} \vec{\mathbf{D}}^2 \):
\[ \Delta L_M = -\frac{F^2 m_d^2 - F^2 m_F^2}{4}(1 - c_j) s_d^2. \] (7)
The expansion of this term can be done easily up to any order in \( d \). The comparison of this expression with \( \Delta L_M \) within the collective-coordinate approach of the quantization of \( SU(2) \) solitons in \( SU(3) \) configuration space allows us to deduce an equality \( \sin^2 d = \sin^2 \nu \), where \( \nu \) is the angle of the \( \lambda_4 \) rotation, or rotation into “strange” direction. The so-called strangeness (or flavor) content of the quark fields can be calculated easily as \( C_\tau = D^\dagger D \). It should be kept in mind that in the collective-coordinate method the scalar strangeness content of the soliton \( C_\tau = (\sin^2 \nu)/2 \).

The time-dependent part of the second-order term in the Lagrangian density (1) due to rotations in the \( SU(3) \) configuration space leads to the following contribution:
\[ \mathcal{L}_2 = 2\text{tr}[\dot{\mathbf{S}}^\dagger \dot{\mathbf{S}} + \dot{s}_\tau^\dagger \dot{\mathbf{S}}_0^\dagger \mathbf{S}_0 \dot{s}_\tau^\dagger + 2\dot{\mathbf{A}}^\dagger \dot{\mathbf{A}} \dot{\mathbf{S}}^\dagger \mathbf{S} \dot{s}_\tau^\dagger + \dot{s}_\tau^\dagger \dot{\mathbf{A}}^\dagger \mathbf{A} \mathbf{S}_0^\dagger \mathbf{S}_0 + \dot{s}_\tau^\dagger \mathbf{S}_0^\dagger \mathbf{S}_0 \dot{s}_\tau^\dagger + \dot{s}_\tau^\dagger \dot{\mathbf{A}}^\dagger \mathbf{A} \mathbf{S}_0^\dagger \mathbf{S}_0 \dot{s}_\tau^\dagger] \] (8)
Making an expansion of the matrix \( S \) and also adding together contributions from the usual space rotations we obtain
\[ \mathcal{L}_2 = \frac{F^2}{8} \left[ 4(1 - c_f) [\dot{D}^\dagger \dot{D}(1 - \frac{2}{3} \dot{D}^\dagger \dot{D}) - \frac{2}{3}(\dot{D}^\dagger \dot{D}^\dagger \dot{D} - (\dot{D}^\dagger \dot{D})^2 - (\dot{D}^\dagger \dot{D})^2) + \omega \cdot \dot{\boldsymbol{\beta}}/2] \right. \\
\left. + s_f^2 ((\omega \cdot \dot{\boldsymbol{\beta}})^2 - (\omega \cdot \mathbf{n} \cdot (\omega \cdot \mathbf{n})^2) + (\dot{\mathbf{n}} / \mathbf{r} \cdot \Omega)^2 \\
+ s_f^2 (\dot{\mathbf{n}} / \mathbf{r} \cdot \Omega)^2 + 2s_f^2 (\omega \cdot \mathbf{n} \cdot (\omega \cdot \mathbf{n}) \epsilon_{ijk} \Omega_i) \right] \] (9)
The moments of inertia of the configuration can be extracted easily from (9) as the coefficients in the quadratic form in angular velocities of rotation.

The interaction of quarks and mesons gives the contribution proportional to the new parameter \( \alpha_F \), after integrating over space:
\[ L_{\text{int}} = -\alpha_F E_{\text{qm}} D^\dagger D \left( 1 - \frac{2}{3} D^\dagger D \right), \] (10)
where, according to [2, 3], \( E_{\text{qm}} < 0 \) is the quark–meson interaction energy.

An expression (9) can be simplified considerably for spherically symmetrical configurations (hedgehogs) for \( B = 1 \), as well as for \( B \geq 2 \) solitons described by axially symmetrical configurations (see Sections 4 and 5 for details).

After some calculation, the Lagrangian of the chiral quark–meson model in the lowest order in field \( D \) can be written in the form below which is similar to that of the bound state approximation to the topological soliton model [7–10]:
\[ L = -M_{\text{cl}, B} + 4\Theta_{F, B} D^\dagger D \] (11)
\[ -[\Gamma_B (m_D^2 - m_\pi^2) + \alpha_F E_{\text{qm}}] D^\dagger D - i\frac{N_c B}{2}(D^\dagger \dot{D} - \dot{D}^\dagger D). \]
We have ignored the difference between \( F_K \) and \( F_\pi \) through the last term in (1) in the above expression and kept our former notation for the moment of inertia under rotation into “strange,” “charm,” or “bottom” direction \( \Theta_\tau = \Theta_\pi = \Theta_\tau = \Theta_\pi [15] \) (the subscript \( c \) indicates the charm quantum number everywhere, except in \( N_c \)). In the present model, this moment of inertia has a simple analytical form for an arbitrary initial \( SU(2) \) skyrmeon, regardless of its symmetry properties:
\[ \Theta_{F, B} = \frac{F^2}{8} (1 - c_f) d^3 r. \] (12)
Note, that since the Skyrme term is absent in the CQM model, this formula is especially simple. Some contribution to \( \Theta_F \) originates from deformations, or “cranking” of the quark fields into strange, or other directions,
similar to the isotopic inertia $\Theta_f$ [3], but it can be neglected in the spirit of the rigid oscillator model.

The quantity $\Gamma_B$ defines the contribution of the mass term in the Lagrangian (1),

$$\Gamma_B = \frac{E^2}{2} \int (1 - c_f) d^3r,$$

so, the following relation is valid in CQM:

$$\Gamma_B = 4\Theta_{F,B}.$$  \hspace{1cm} (14)

The term proportional to $Nc_B$ in (11), which comes from the quark sector here, is responsible for the splitting between excitation energies of strangeness and antistrangeness (flavor and antiflavor in general case) [8–10].

3. FLAVOR EXCITATION FREQUENCIES

As a result of the canonical quantization procedure, the Hamiltonian of the system including the terms of order $Nc^2$ takes a form similar to that in the topological soliton models [9, 10]:

$$H_B = M_{cl,B} + \frac{1}{4\Theta_{F,B}} \Pi^\dagger \Pi$$

$$+ \left[ \Gamma_B \bar{m}_D^2 + \alpha_F E_{qm} + \frac{Nc^2_B B^2}{16\Theta_{F,B}} \right] D^\dagger D$$

$$+ I_{Nc_B} \left( D^\dagger \Pi - \Pi^\dagger D \right),$$

$$\bar{m}_D^2 = m_D^2 - m^2. A momentum \Pi is conjugated canonically to variable D [see (23) below]. Hamiltonian (15) corresponds to the oscillator-type motion of the field D against the background formed by the \((u, d) SU(2)\) soliton. A diagonalization of $H_B$ can be done explicitly according to [9, 10], and the normal-ordered Hamiltonian can be written as

$$H_B = M_{cl,B} + \omega_F a^\dagger a + \bar{\omega}_F b^\dagger b + O(1/Nc),$$

with $a^\dagger$ and $b^\dagger$ being the operators of creation of the strangeness (i.e., antikaons) and the antistrangeness (flavor and antiflavor) quantum number, $\omega_F$ and $\bar{\omega}_F$ being the frequencies of flavor (antiflavor) excitation. $D$ and $\Pi$ are related to $a$ and $b$ in the following way [9, 10]:

$$D^\dagger = \frac{1}{\sqrt{Nc_B}} \mu_{F,B} \left( b^\dagger + a^\dagger \right),$$

$$\Pi^\dagger = \frac{\sqrt{Nc_B} \mu_{F,B}}{2i} \left( b^\dagger - a^\dagger \right),$$

with

$$\mu_{F,B} = \left[ 1 + 16(\bar{m}_D^2 \Gamma_B + \alpha_F E_{qm}) \Theta_{F,B}/(Nc_B B^2) \right]^{1/2}.$$  \hspace{1cm} (17)

For the lowest states, the values of $D$ are small,

$$D = [16\Gamma_B \Theta_{F,B} \bar{m}_D^2 + Nc_B B^2]^{-1/4},$$

and increase with $|F|$ as $(2|F| + 1)^{1/2}$. As was noted in [10], deviations of the field $D$ from the vacuum decrease with increasing mass $m_D$, as well as the number of colors $Nc$, and the method works for any $m_D$—for charm and bottom quantum numbers also.

The excitation frequencies $\omega$ and $\bar{\omega}$ are

$$\omega_{F,B} = \frac{Nc_B}{8\Theta_{F,B}} (\mu_{F,B} - 1),$$

$$\bar{\omega}_{F,B} = \frac{Nc_B}{8\Theta_{F,B}} (\mu_{F,B} + 1).$$

As was observed in [11], the difference $\bar{\omega}_{F,B} - \omega_{F,B} = Nc_B/(4\Theta_{F,B})$ coincides in the leading order in $Nc$ with that obtained in the collective-coordinate approach [15].

To get an idea about the value of the parameter $\alpha_F$, we can use a relation between $\alpha_F g_{Fx}$ and the effective quark mass:

$$1 + \alpha_F g_{Fx} = m_{Fx}^{\text{eff}}.$$

Since the quark–meson interaction energy is negative—it leads to the stability of the whole configuration—the term $\alpha_{F} E_{qm}$ makes the flavor excitation frequencies smaller. The relative role of this effect decreases with increasing mass of the flavor and is more important for strange baryons. For the $B = 1$ configuration, the quark–meson interaction energy $E_{qm} = -1.127$ GeV [3]. For strange baryons to have bare constituent strange quark mass greater than that of nonstrange quarks by about 0.2 GeV, we should take $\alpha_s = 0.4$. Similarly, we can obtain the crude estimates $\alpha_c = 2.7$ and $\alpha_b = 9.4$.

The FSB in the flavor decay constants, i.e., the fact that $F_K/F_x = 1.23$ and $F_{p}/F_x = 1.7 \pm 0.2$, should be taken into account as well. In the Skyrme model, it leads to the increase of the flavor excitation frequencies, which modifies the spectra of flavored baryons in better agreement with data [19, 20], and leads also to some changes of the binding energies of baryonic system [11]. It was mainly due to the large contribution of the Skyrme term in the Lagrangian to the inertia $\Theta_f$. Since the Skyrme term in the CQM model under consideration is absent—we obtain the relation $\Gamma_B = 4\Theta_{F,B}$ as a result—the effect of FSB in decay constants is of minor importance in the chiral quark–meson model.

The terms of the order $Nc^{-1}$ in the Hamiltonian depending on the angular velocities of rotations in the isospin and the coordinate space, describing the zero-mode contributions, are not crucial, but they are important for numerical estimates of the baryon spectra. They will be considered in the next sections.
4. \( B = 1 \) HEDGEHOG AND ESTIMATES OF BARYON SPECTRA

The \( B = 1 \) hedgehog configuration in the chiral quark–meson model can be treated in the same manner as in the topological (Skyrme) model. The unit vector \( \mathbf{n} \) describing the chiral meson-field configuration is \( \mathbf{n} = \hat{r} = \mathbf{r}/r \), and the spinor \( \Psi_0 \) has the structure [2, 3]

\[
\Psi_0 = \left( \frac{G(r)\chi_b}{i\sigma \cdot nF(r)\chi_b} \right),
\]

where \( \chi_b \) is the hedgehog spinor

\[
\chi_b = \frac{1}{\sqrt{2}}(u \downarrow - d \uparrow).
\]  

(20)

It can be examined for hedgehogs that the terms in (5) that depend on the orientation of the quarks in isospin and spin space, being proportional to \( \tau \), make zero contribution to the Lagrangian. Rotations in the isospin and coordinate spaces are equivalent for hedgehogs, and the contribution to the energy depends on one common moment of inertia, \( \Theta_{T,B} \).

From equations (1), (6), (9), and (10) in Section 2, we obtain the following expression for the Lagrangian including all the terms up to \( O(1/N_c) \):

\[
L = -M_\chi + 4\Theta_F \left[ D^\dagger D \left( 1 - \frac{2}{3} D^\dagger D \right) - \frac{2}{3} (D^\dagger D^\dagger D - (D^\dagger D)^2 - (D^\dagger D)^2) \right] + 2\Theta_F (\omega \cdot \beta)
\]

\[
+ \frac{\Theta_T}{2} (\omega - \beta)^2 - (\Gamma_B m_F^2 + \alpha_F E_{qnm}) D^\dagger D \left( 1 - \frac{2}{3} D^\dagger D \right)
\]

\[
+ i \frac{N_B}{2} \left( 1 - \frac{2}{3} D^\dagger D \right) (D^\dagger D - D^\dagger D) - N_B \frac{B}{2} \omega \cdot D^\dagger \tau D.
\]

(21)

By means of this Lagrangian, we can introduce the canonical variables

\[
\Pi = \frac{\partial L}{\partial D^\dagger}
\]

\[
= 4\Theta_F \left[ D \left( 1 - \frac{2}{3} D^\dagger D \right) - \frac{2}{3} D^\dagger DD + \frac{4}{3} D^\dagger DD \right]
\]

\[
+ i(\Theta_T - 2\Theta_F) \omega \cdot \tau D - i\Theta_T \beta \cdot \tau D
\]

\[
+ i \frac{N_B}{2} \left( 1 - \frac{2}{3} D^\dagger D \right) D,
\]

\[
I_{bf} = \partial L/\partial \omega
\]

\[
= \Theta_T \omega + (2\Theta_F - \Theta_T) \beta - \frac{N_B}{2} \frac{B}{2} \omega \cdot \tau D
\]

(23a)

or

\[
I_{bf} = \Theta_T \omega + \left( 1 - \frac{\Theta_T}{2\Theta_F} \right) \langle I_F \rangle - \frac{N_B}{4\Theta_F} D^\dagger \tau D,
\]

(23b)

where \( \langle I_F \rangle \) is matrix element of the operator \( I_F = (b^i \tau b - \alpha \tau a^i)/2 \) taken between states with flavor \( F \).

Using the relations

\[
-b \cdot \tau D = 2D^\dagger DD - (D^\dagger D + D^\dagger D)D
\]

and

\[
\beta^2 = 4D^\dagger D + (D^\dagger D + D^\dagger D)^2,
\]

one can see that \( L, \Pi, \text{ and } I_{bf} \) have essentially the same structures as the appropriate expressions in [10]. This is true for the Hamiltonian also, and we find that the \( 1/N_c \) zero-mode quantum correction to the energies of hedgehogs in the CQM model has a structure which is quite similar to the correction term in the Skyrme model. It can be estimated according to the expression [9, 10]

\[
\Delta E_{1/N_c} = \frac{1}{2\Theta_{T,B}} \left[ c_F, B T_e (T_e + 1) + (1 - c F, B) I (I + 1) + (\tilde{c}_{F, B} - c_{F, B}) I_F (I_F + 1) \right],
\]

(24)

where \( I = I_{bf} \) is the isospin of the baryon or baryonic system, \( T_e \) is the quantity analogous to the “right” isospin \( T \) in the collective-coordinate approach [21, 22], and \( T_e = I_{bf} - I_F \), the operator \( I_F = \frac{1}{2} (b^i \tau b - \alpha \tau a^i) \),

\[
c_{F, B} = 1 - \frac{\Theta_{T,B}}{2\Theta_{F,B}^2} (\mu_{F,B} - 1),
\]

\[
\tilde{c}_{F, B} = 1 - \frac{\Theta_{T,B}}{\Theta_{F,B}^2} (\mu_{F,B} + 1).
\]

(25)

In the case of antiflavor excitations, we have the same formula (24), with the substitution \( \mu \longrightarrow -\mu \) in (25). For example,

\[
\tilde{c}_{F, B} = 1 + \frac{\Theta_{T,B}}{\Theta_{F,B}^2} (\mu_{F,B} + 1).
\]

(26)

According to (9), the isotopic inertia is

\[
\Theta_T = \frac{F^2}{6} \int \frac{r}{s_f} d^3 r,
\]

(27)

but it acquires the same contribution (about 30%) also from the quark sector of the Lagrangian due to the cranking procedure described in [3]. For numerical estimates here, we take the value of \( \Theta_T \) obtained in [3] in the linear \( \sigma \) model since the differences of all calculated quantities in the linear and nonlinear versions of the \( \sigma \) model are negligible.
The excitation frequencies for flavor $F$, $\omega_F$, antiflavor, $\overline{\omega}_F$, and the energy differences of baryons with different flavors and the nucleon, in GeV; $\omega_{sk}$ are the flavor excitation frequencies in the Skyrme model shown here for comparison

<table>
<thead>
<tr>
<th>$F$</th>
<th>$\omega_F$</th>
<th>$\omega_{sk}$</th>
<th>$\overline{\omega}_F$</th>
<th>$\langle D^1 D \rangle$</th>
<th>$\Delta M_{\Lambda^+ - N}$</th>
<th>$\Delta M_{\Sigma^+ - N}$</th>
<th>$\Delta M_{\Sigma^+ - N}^{exp}$</th>
<th>$\Delta M_{\Xi^- - N}$</th>
<th>$\vec{c}_F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s$</td>
<td>0.326</td>
<td>0.20</td>
<td>0.69</td>
<td>0.120</td>
<td>0.28</td>
<td>0.177</td>
<td>0.44</td>
<td>0.254</td>
<td>0.78</td>
</tr>
<tr>
<td>$c$</td>
<td>1.687</td>
<td>1.18</td>
<td>2.05</td>
<td>0.032</td>
<td>1.67</td>
<td>1.346</td>
<td>1.89</td>
<td>1.516</td>
<td>2.07</td>
</tr>
<tr>
<td>$b$</td>
<td>5.098</td>
<td>3.66</td>
<td>5.46</td>
<td>0.011</td>
<td>5.09</td>
<td>4.702</td>
<td>5.32</td>
<td>–</td>
<td>5.47</td>
</tr>
</tbody>
</table>

Note: For $B = 1$ soliton, we use the values of mass $M_1 = 1149$ MeV, flavor inertia $\Theta_F = 2.06$ GeV$^{-1}$ [23], and isotopic inertia $\Theta_{\pi} = 5.93$ GeV$^{-1}$ [3]. The estimate used here, $\langle D^1 D \rangle = (N/\mu)^{-1}$, is valid for the lowest state of oscillator with $|\ell| = 0$, i.e., for the nucleon.

In the rigid oscillator model, the states predicted are not identified with definite $SU(3)$ or $SU(4)$ representations. However, it can be done, as shown in [10]. The quantization condition $(p + 2q)/3 = B$ [21] for arbitrary $N_c$ is changed to $(p + 2q) = N_c B + 3 n_{qq}$, where $n_{qq}$ is the number of additional quark–antiquark pairs present in the quantized states. For example, the state with $B = 1$, $|\ell| = 1$, $I = 0$, and $n_{qq} = 0$ should belong to the octet of $(u, d, s)$, or $(u, d, c)$, etc., $SU(3)$ group if $N_c = 3$ (see also [10]). In limiting case $\Theta_F \rightarrow \infty$, (24) turns into the expression obtained within the collective-coordinate approach [15, 21]. In a realistic case with $\Theta_F/\Theta_{\pi} = 2.9$, the structure of (24) is more complicated.

We will first summarize the results for $B = 1$ in the “rigid oscillator” approach to heavy flavors in CQM, without including the effect of flavor symmetry breaking in the quark–meson couplings (that is, $\alpha_F = 0$). We find that the excitation frequencies $\omega_F$ are, in general, higher than in the Skyrme model. This can be attributed to the fact that the value of $\Gamma_B$ in the present model is higher than the same parameter in the Skyrme model. The mass difference $M_{\Lambda^+} - M_N$ comes out to be 284 MeV compared to the experimental value of 176 MeV. However, it is to be noted that the value of $\omega_{sk}$ in the rigid oscillator approach used here is close to the value of 315 MeV obtained in a random phase approximation to the CQM model with broken $SU(3)$ [4].

It should be noted that the values of inertia obtained within the chiral quark–meson model are close to those obtained in the Skyrme model. For example, the flavor inertia $\Theta_F = 1.86$ GeV$^{-1}$ in the Skyrme model with $F_\pi = 108$ MeV and $e = 4.84$ (nucleon and $\Delta$-isobar masses are fitted), and $\Theta_F = 2.03$ GeV$^{-1}$, $\Theta_{\pi} = 5.55$ GeV$^{-1}$ in the Skyrme model version with $F_\pi = 186$ MeV and $e = 4.12$.

The $Z_F$ baryons included in the table have $\overline{F}$ quanton number and are truly exotic because they cannot be made of $N_c$ valence quarks only: one $\overline{q} q$ pair is needed for this purpose. These states belong to the $\overline{10}$ representation of the corresponding $SU(3)$ (the upper state with isospin $I = 0$). The mass of the state with $S = +1$, which was calculated first in [24] within the collective-coordinate approach of the quantization of zero modes in the Skyrme model, was found to be $\sim 740$ MeV above the nucleon. Later, this antistrange baryon was considered in more detail in [25], where the $M_{Z^+} - M_N$ mass difference was found to be $\sim 590$ MeV, also within Skyrme model, but with the additional assumption that the $N^*$(1710) resonance is the nonstrange component of the antidecuplet of baryons. The CQM model prediction for the $S = +1$ baryon (see table) is in better agreement with predictions of the collective-coordinate method [16, 24].

The inclusion of FSB in the quark–meson coupling improves the situation. We take the values of the parameter $\alpha_F$ to be $\alpha_F = 0.4$, $\alpha_c = 2.7$, and $\alpha_b = 9.4$, which allow us to obtain the effective quark masses in the Lagrangian close to the known values. Then, we obtain $\omega_F = 0.27$ GeV, $\omega_c = 1.58$ GeV, and $\omega_b = 4.97$ GeV. The values of the mass differences now are (in GeV) $\Delta M_{\Lambda^+ - N} = 0.229(0.176)$, $\Delta M_{\Sigma^+ - N} = 0.371(0.254)$, $\Delta M_{\Lambda^+_c - N} = 1.57(1.346)$, $\Delta M_{\Sigma^+_c - N} = 1.788(1.516)$, $\Delta M_{\Lambda^+_b - N} = 4.968(4.702)$, and $\Delta M_{\Xi^- - N} = 5.196$, where the figures in parentheses correspond to the experimental values. We see that the values are now in better agreement with data. The difference of masses of exotic $Z$ baryons and the nucleon also is lowered slightly but remains well above the threshold for strong decay: $\Delta M_{Z^+ - N} = 0.74$, 1.97, and 5.35 GeV for $\overline{s}, \overline{c}$, and $\overline{b}$ quantum numbers. A role of the $\alpha_F$ term is lost with increasing mass of the quark, as expected.

5. BINDING-ENERGY ESTIMATES FOR DIBARYONS WITH STRANGENESS, CHARM, AND BOTTOM

It was shown in [5, 6] that in the chiral quark–meson model there are bound states of solitons with $B = 2$ and more, similar to the topological soliton models [26]. Therefore, one should expect the prediction of the dibaryons, tribaryons, etc., with different values of flavor quantum number, $s, c, \text{or } b$, stable against the strong interactions, similar to the Skyrme model.

The structure of the toruslike configurations with $B = 2$ should be described first. For $B = 2$, $\Psi_0$ has the
structure
\[ \Psi_0 = \begin{pmatrix} G(p, z) \chi_{1,2} \\ i(\mathbf{r} \cdot \mathbf{F}(p, z) \chi_{1,2} \end{pmatrix}, \]
where
\[ \chi_1 = \frac{1}{\sqrt{2(1 - \cos \theta \cos \alpha)}} \times [\sin \alpha u \downarrow - \sin \theta e^{i\phi} d \uparrow - (\cos \alpha - \cos \theta) e^{2i\phi} d \downarrow] \]
and
\[ \chi_2 = \frac{1}{\sqrt{2(1 - \cos \theta \cos \alpha)}} \times [\sin \alpha d \uparrow - \sin \theta e^{-i\phi} u \downarrow + (\cos \alpha - \cos \theta) e^{-2i\phi} u \uparrow] \tag{28} \]

\( r \) and \( z \) are cylindrical variables, \( \theta = \arctan(r/z) \) is the polar angle, and \( \alpha \) is the angular profile of the soliton. For \( \alpha = 0 \), equation (28) is similar to the corresponding expression (20) for the hedgehog.

In the \( B = 2 \) soliton, \( N_c \) quarks are in the state \( \chi_1 \) and \( N'_c \) quarks are in the state \( \chi_2 \). Similar considerations apply for higher \( B \). Then, equations (5) and (9) for the Lagrangian are simplified substantially; in particular, the terms in (5) proportional to \( \Psi^\dagger \mathbf{t} \Psi \) cancel, similarly to the hedgehog case.

In [6, 23], the following values of the binding energy of quark–meson solitons have been obtained: \( \epsilon_2 = 279 \) MeV, \( \epsilon_3 = 226 \) MeV, and \( \epsilon_4 = 192 \) MeV for two, three, and four baryons. These quantities can be compared with the values of binding energy in the Skyrme model, 72, 70, and 10 MeV, for smaller value of the constant, \( F_\pi = 108 \) MeV [26]. For \( F_\pi = 186 \) MeV and \( e = 4.12 \), \( \epsilon_2 = 142 \) MeV. It makes sense to give the binding energies in units, e.g., of the mass of the \( B = 1 \) soliton: although the symmetry-violating mass terms in the Lagrangian violate the scaling, such comparison provides information which does not depend noticeably on the value of \( F_\pi \). In the CQM model, \( \epsilon_2 = 0.24 \epsilon_{M1} \), \( \epsilon_3 = 0.20 \epsilon_{M1} \), and \( \epsilon_4 = 0.17 \epsilon_{M1} \) to be compared with 0.083, 0.081, and 0.012 \( \epsilon_{M1} \) in the Skyrme model [26].

Let us consider here the state with \( B = 2 \) and \( |F| = 2 \) with the lowest value of isospin, \( I = 0 \), which can belong to the 27-plet of the corresponding \( SU(3) \) group, \( (u, d, s) \) or \( (u, d, c) \), etc. For 27-plet of dibaryons, we have \( T_1 = 1 \); for antidecuplet, \( T_3 = 0 \). The quantum correction due to usual space rotations (also of order \( 1/N_c \)) is exactly of the same form as obtained in [15] (see [9, 10]). Since we are interested here in the lowest states, we shall consider the baryonic systems with the lowest allowed angular momentum, \( J = 0 \) for \( B = 2 \), and \( J = 3/2 \) for \( B = 3 \). The latter value is due to the constraint because of symmetry properties of the configuration. The value \( J = 1/2 \) is allowed for the configuration found in [27].

For the state with \( B = |F| = 2 \), its mass is equal to [10]
\[ M(B = 2, |F| = 2) = M_{cl} + 2 \omega_{F,2} + \frac{3 \epsilon_{F,1}}{4 \Theta_{T,1}} - \Theta_{T,2}. \tag{29} \]

The binding energy of this state as a system of two \( \Lambda_F \) particles is
\[ \epsilon(B = 2, |F| = 2) = \epsilon_2 + 2(\omega_{F,1} - \omega_{F,2}) + \frac{3 \epsilon_{F,1}}{4 \Theta_{T,1}} - \Theta_{T,2}. \tag{30} \]

As always, we define the binding energies relative to appropriate thresholds for the decay into \( B \) baryons, nucleons, or flavored hyperons.

If the moments of inertia of the baryonic system at small values of \( B \) are proportional to the baryon number \( B \), then the values of \( \mu \), excitation frequencies \( \omega_{F,2} \) and coefficients \( c \) would not depend on \( B \) at all. In this case, the binding energy consisted only of its classical part and some contribution from zero modes; the difference of \( \omega \)'s would not contribute. Within the CQM model, the moments of inertia for \( B \geq 2 \) have still not been calculated. Therefore, we shall make a natural assumption that the ratios of moments of inertia for different values of \( B \) in the CQM model are the same as in the Skyrme model [26]. For \( B = 2 \), \( \Theta_{F,2}/\Theta_{F,1} = 2.038 \) and \( \Theta_{T,2}/\Theta_{T,1} = 2.053 \) [26].

With this assumption, we obtain the following numerical values: \( \epsilon_2(\Lambda_F = -2) = 0.29 \) GeV, \( \epsilon_2(\Lambda_F = -2) = 0.31 \) GeV, and \( \epsilon_{F,2} = 351 \) MeV and the binding energy of the \( NN \) scattering state with \( J = 0 \) and isospin \( I = 1 \), and \( \epsilon_{F,2} = 321 \) MeV. After renormalization, which is necessary to produce the \( NN \) scattering state on the right place, i.e., near threshold, we find that the strange dibaryon with \( s = -2 \) is unbound, but that it is close to the threshold; charmed, as well as bottomed, dibaryons are also unbound, but they are even closer to the \( \Lambda_F \) threshold. This renormalization procedure is justified by the fact that a number of quantum effects like loop corrections and nonzero-mode contributions have not been, but should be taken into account (see also discussion of Casimir energy in Conclusions). The binding energy of the deuteron is 30 MeV instead of measured 2.23 MeV, so \( \sim 30 \) MeV is the uncertainty of our approach.

The dibaryons with \( |F| = 1 \) should be considered also. The lowest states belong to antidecuplet of corresponding \( SU(3) \), \( (p, q) = (0, 3) \), and have isospin \( I = 1/2 \). They all are bound within the developed approach and come close to the threshold, even unbound after the renormalization procedure.

For 35-plet of tribaryons, \( T_1 = 1/2 \) (for arbitrary \( (p, q) \)) irrep which the baryonic system belongs to \( T_1 = p/2 \) if
\[ n_{q5} = 0 \]. \( I \) and \( T \) take the lowest possible values, 0 and 1/2 for \( |F| = 1 \), and 1/2, 0 for \( |F| = 2 \). The binding energies take the same order of magnitude as for the \( B = 2 \) case if we make a similar assumption on the behavior of moments of inertia. But after renormalization, the flavored states become unbound, although rather close to thresholds.

These results are in qualitative agreement with those obtained in the chiral soliton (topological) models. However, it should be noted that in the Skyrme model the quantized states with charm and bottom remain bound after such renormalization [11].

6. CONCLUSIONS

We found that, as far as we are concerned with the spectra of baryons, there is no difference of principle between topological (Skyrme) soliton models and the chiral quark–meson model [2, 3]. The CQM model is more realistic, but, as usual for more realistic models, it involves an additional parameter \( \alpha_f \) which specifies the flavor symmetry breaking in the sector of the Lagrangian describing the quark–meson interaction. When this parameter is omitted, the flavor excitation frequencies are too large in comparison with the data and with the topological Skyrme model also. Reasonable values of this parameter make the excitation frequencies smaller, in better agreement with data.

We have estimated the spectra of baryons with flavor different from \( u \) and \( d \) in the simplest \( SU(3) \) extension of the chiral quark–meson model proposed in [2, 3]. One can note that the approach developed here—the rigid oscillator version of the CQM model—works even better for \( c \) and \( b \) flavor in comparison with strangeness.

There are predictions of the baryonic systems with \( B = 2, 3 \ldots \) and flavors \( s, c, \) and \( b \) similar to that in topological soliton (Skyrme) models [10, 11, 15]. In the CQM model, due to the absence of the Skyrme term in the Lagrangian, after all the renormalization procedures, the attraction of heavy flavors by \( (u, d) \) solitons is somewhat weaker than in topological models. Similar predictions can also be made for systems with top-number. However, because of the large width of the \( t \) quark, the spectroscopy of the baryonic systems as well as hadrons containing the \( t \) quark will not be available, most probably.

The apparent deficiency of the approach employed in the present paper is that the motion of the system into the “strange,” “charm,” or “bottom” direction is considered independently of other motions. Consideration of the baryonic system with “mixed” flavors is possible in principle, but it demands a more complicated treatment, technically.

There is a difference between the rigid oscillator version of the CQM model we considered here and the collective-coordinate approach to soliton models widely exploited previously. In the collective-coordinate approach to the zero modes of solitons with a rigid- or a soft-rotator variant of the model, the masses of baryons are usually considerably greater than in the bound-state approach, when the Casimir energies are not taken into account [28, 29]. One of the sources of this difference is the presence of a term of order \( N_c/\Theta_F \) in the zero-mode contribution to the rotation energy, which is absent in the bound-state model. It was shown recently by Walliser for the \( B = 1 \) sector within the \( SU(3) \) symmetrical \((m_K = m_N)\) version of the Skyrme model [29] that this large contribution is canceled almost completely by the kaonic one-loop correction to the zero-point Casimir energy, which is of the same order of magnitude, \( N_c^0 \) [29]. This correction has been calculated recently also within the bound-state approach to the Skyrme model [30]. Taking into account loop corrections to the energies of quantized states is needed also in the hybrid models similar to CQM model.

Recently, it was shown within the Skyrme model [31] that one should expect the existence of strange-baryonic systems close to the strong decay threshold, for baryon numbers up to 17. They are obtained by means of quantization of bound \( SU(2) \) skyrmions found previously in [27, 32]. The charmed baryonic systems with \( B = 3, 4 \) were considered in [33] within a potential approach. The \( B = 3 \) systems were found to be very close to the threshold, and the \( B = 4 \) system was found to be stable to the strong decay, with a binding energy of \( \sim 10 \) MeV.

Experimental searches for the baryonic systems with flavor different from \( u \) and \( d \) could shed more light on the dynamics of heavy flavors in few-baryonic systems. The threshold for charm production on a free nucleon is about 12 GeV, and for double charm it is \( \sim 25.2 \) GeV. For bottom production, the threshold on nucleon is about 70 GeV. However, for nuclei as targets, the thresholds are much lowered due to two-step processes with mesons in intermediate states and due to normal Fermi motion of nucleons inside the target nucleus (see, e.g., [34]). Therefore, the production of baryons or baryonic systems with charm and bottom will be possible on accelerators with energy of several tens of GeV.
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Abstract—Nonperturbative functions that parametrize off-diagonal hadronic matrix elements of the light-cone leading-twist quark operators are considered. These functions are calculated within the proposed relativistic quark model allowing for the nontrivial structure of the QCD vacuum, special attention being given to gauge invariance. Hadrons are treated as bound states of quarks; strong-interaction quark–pion vertices are described by effective interaction Lagrangians generated by instantons. The parameters of the instanton vacuum, such as the effective radius of the instanton and the quark mass, are related to the vacuum expectation values of the quark–gluon operators of the lowest dimension and to low-energy pion observables.

In the present study, we calculate off-diagonal quark distributions in the pion that correspond to the leading-twist. We use an approach that represents the bosonized version of the instanton-liquid model developed in [5–7]. The model is based on nonlocal effective quark–hadron Lagrangians, with nonlocality being generated by instantons. The parameters of the instanton vacuum (effective instanton size and quark mass) are determined in terms of low-energy pion observables and the vacuum expectation values of quark–gluon operators of the lowest dimension. The quark–hadron (in particular, quark–pion) coupling constants are calculated by using the condition requiring that the renormalization constant for hadron fields be equal to zero (composeteness condition). This condition also guarantees fulfillment of momentum sum rules. In formulating the model, we pay special attention to gauge invariance of Lagrangians and of quark Green’s functions in the external field of instantons and anti-instantons.

The proposed effective model is applicable up to relative quark momenta of $p \sim r_c^{-1} = 0.5–1$ GeV. Quark distributions are also determined for the renormalization point $\mu_0 \sim r_c^{-1}$.

1. INTRODUCTION

The distributions of quarks and gluons (or their structure functions) that form hadrons play an important role in investigations of the complicated hadron structure. Perturbative QCD makes it possible to calculate the $Q^2$ evolution of these functions by using operator-product expansion and renormalization-group methods. However, the functions themselves cannot be calculated from the first principles of QCD because the problem of strong coupling has yet to be solved. This situation gives strong incentives to developing effective approaches that are based on the fundamental principles of QCD, on the one hand, and which enable a calculation of features associated with long-distance dynamics [1–4], on the other hand.

In recent years, much attention has been given to quark distributions that parametrize asymmetric hadronic matrix elements $\langle p' | \cdots | p \rangle$ (these distributions are referred to as off-diagonal ones). Off-diagonal distributions generalize conventional quark distributions, carrying more information about the structure of particles and providing a link between conventional distributions measured in deep-inelastic scattering and elastic form factors of hadrons.

In the present study, we calculate off-diagonal quark distributions in the pion that correspond to the leading twist. We use an approach that represents the bosonized version of the instanton-liquid model developed in [5–7]. The model is based on nonlocal effective quark–hadron Lagrangians, with nonlocality being generated by instantons. The parameters of the instanton vacuum (effective instanton size and quark mass) are determined in terms of low-energy pion observables and the vacuum expectation values of quark–gluon operators of the lowest dimension. The quark–hadron (in particular, quark–pion) coupling constants are calculated by using the condition requiring that the renormalization constant for hadron fields be equal to zero (composeteness condition). This condition also guarantees fulfillment of momentum sum rules. In formulating the model, we pay special attention to gauge invariance of Lagrangians and of quark Green’s functions in the external field of instantons and anti-instantons.

The proposed effective model is applicable up to relative quark momenta of $p \sim r_c^{-1} = 0.5–1$ GeV. Quark distributions are also determined for the renormalization point $\mu_0 \sim r_c^{-1}$.

2. DESCRIPTION OF THE MODEL

In dealing with hadronic processes in QCD, much attention is given to studying the ground state of the system. Presently, investigations into the intricate structure of the vacuum most often rely either on approaches employing the semiclassical approximation, or on approaches invoking the Wilson operator-product expansion, or on lattice models. It is well known that the gravest difficulty in applying semiclassical approaches to $(3 + 1)$-dimensional Yang–Mills theory is that the gas approximation cannot be used to calculate the amplitude of the vacuum–vacuum transitions in the field of large-scale fluctuations of the QCD vacuum. Since the dimensions of vacuum fluctuations can be arbitrarily large in scale-invariant theories, the density of media formed by pseudoparticles grows indefinitely (infrared catastrophe). Diakonov and Petrov [8] proposed an original way to stabilize pseudoparticle media. Their idea amounted to using the Feynman variational principle in calculating the QCD
partition function for a trial ansatz representing a superposition of instantons and anti-instantons. As a result, a new small parameter (packing parameter) that characterizes the stable media of pseudoparticles and which coincides with the phenomenological parameter in the instanton-liquid model [6, 7] is introduced in a natural way. In the present study, we develop some ideas proposed by Diakonov and Petrov [5] in an attempt at constructing effective quark–hadron Lagrangians by applying the bosonization procedure to the four-fermion interaction generated by instantons.

A correct description of the vacuum in the form of a stable medium consisting of instantons and anti-instantons is possible only in the strictly fixed singular gauge where (anti)instantons decay at infinity sufficiently fast. Within a completely gauge-invariant approach (for details, see sections that follow the present one), it is possible, however, to go over to other gauges, if this is dictated by considerations of convenience.

The generating QCD functional (QCD partition function in the Euclidean signature) can be represented in the form [9]

$$Z_{QCD} = \int D\bar{\psi}D\psi \exp\left(-W'[\bar{\psi},\psi]\right), \tag{1}$$

where angular brackets denote averaging over the ensemble of (anti)instantons and where the effective fermion action is given by

$$\exp(-W'[\bar{\psi},\psi]) = \exp\left(\int dx \bar{\psi}(x)i\gamma^\mu \partial_\mu \psi(x)\right)(im - K'[\bar{\psi},\psi]) \tag{2}$$

with

$$K'[\bar{\psi},\psi] = \int dx dy \left(\bar{\psi}(x)i\gamma^\mu \partial_\mu \psi(x)\right)(im - K'[\bar{\psi},\psi]). \tag{3}$$

In (3), the notation $\Phi_\rho(x)$ is used for quark zero modes of the Dirac operator in the external field of an (anti)instanton. Relation (2) describes the interaction of quarks via the ’t Hooft’s vertex $K'$ [10]. We assume that the entire set of topological singularities is a stable medium similar to a liquid with an average density (ratio of the average size to the average distance between the particles) of about 1/3 [5–8]. In other words, a medium formed by pseudoparticles is quite dilute. In addition, Diakonov and Petrov [8] showed that, in the $N_c \rightarrow \infty$ approximation, where $N_c$ is the number of colors, the distribution of instantons with respect to size $\rho$ has a sharp delta-function peak near the average instanton size $\bar{\rho}$; therefore, all instanton sizes can be replaced by this average size. It follows that, instead of taking an average over the entire ensemble of pseudoparticles, we can perform independent averaging over the position and orientation of an individual (anti)instanton.

The generating functional (1) then assumes the form

$$Z_{QCD} = \int D\bar{\psi}D\psi \exp\left[\int dx \bar{\psi}(x)i\gamma^\mu \partial_\mu \psi(x)\right]$$

$$\times \left(im - K'[\bar{\psi},\psi]\right) \left(im - K'[\bar{\psi},\psi]\right), \tag{4}$$

where an overbar denotes averaging over an individual (anti)instanton, while $N_i$ ($N_f$) is the number of instantons (anti-instantons). It follows that, by taking into account the one-(anti)instanton contribution $N_i$ ($N_f$) times, we take effectively into account multi-instanton configurations (effective one-instanton approximation) if it is adopted that correlations between (anti)instantons are small to the same degree as the medium packing parameter $\bar{\rho}/\bar{R}$ ($\bar{\rho}$ is the mean pseudoparticle size, while $\bar{R}$ is the mean distance between pseudoparticles) and that, in the limit $N_i \rightarrow \infty$, the sizes of all (anti)instantons can be taken to be equal to $\bar{\rho}$ (these are basic approximations of our approach).

The functional in (4) generates a nonlocal $2N_f$-fermion vertex that, in the chiral limit, assumes the form

$$V^{\{\hat{\psi}\}} = \int d^4\bar{\psi}_i(x) \int dU_{ij} \prod_f K^{\{\hat{\psi}\}}(\bar{\psi}_i,\psi_j). \tag{5}$$

For the particular case of two quark flavors, the expression for the generating QCD functional (4) in the leading order in $1/N_c$ is given by

$$Z_{QCD} = \int D\bar{\psi}D\psi \exp(-S_i), \tag{6}$$

where

$$S_i = \int dx \bar{\psi}(x)i\gamma^\mu \partial_\mu \psi(x)$$

$$+ \int d^4x \cdots d^4y' K(x, x'; y, y') \frac{1}{4(N_c - 1)} \left(\frac{2N_c - 1}{2N_c} - \frac{1}{N_c}\right). \tag{7}$$

Here, $\tau^a = (1, i\tau)$ is a matrix in flavor space, $N_c = 3$ is the number of quark colors, and

$$\psi_{R(L)} = \frac{1 \pm \gamma_5}{2} \psi(x)$$

are quark fields of definite helicity. In the local limit, this action functional reduces to the Nambu–Jona-Lasinio model (a model of spontaneously broken chiral symmetry), which describes effectively low-energy chiral dynamics. In contrast to the Nambu–Jona-Lasinio model, however, the action functional in (7) has the natural regularization parameter $\bar{\rho}^{-1} \sim \Lambda_{QCD}$, so that the four-fermion coupling constant is expressed in terms of...
physical parameters and the density of the instanton–anti-instanton medium. The action functional (7) is invariant under the global group of chiral-symmetry transformations, $U_f(N) \otimes U_m(N)$; at the quantum level, it describes the Adler–Bell–Jackiw anomaly breaking $U_a(1)$ symmetry.

The integral kernel of the four-quark interaction, $K(\ldots)$, characterizes the region of nonlocality that is induced by the interaction of quarks and antiquarks with (anti)instantons. It is expressed in terms of the profile functions of quark zero modes, $\Phi_0$, and depends on the phenomenological parameters of the QCD vacuum ($n_0 = 1 \text{ fm}^{-3}$ and $\rho_0 = 1.65 \text{ GeV}^{-1}$). We emphasize that the mean instanton size $\rho_0$ determines the dimension of nonlocality and provides a natural cutoff parameter for effective low-energy theory.

In order to ensure gauge invariance, we go over from the conventional field functions to the Mandelstam field functions [11]:

$$\Psi(x) \to E(0, x)\Psi(x),$$

$$E(0, x) = P \exp \left\{ i e Q \int_0^x dz_\mu A_\mu(z) \right\}. \quad (8)$$

Here, $Q = \text{diag}(2/3, -1/3, -1/3)$, $A_\mu$ is a gauge field, and $P$ denotes ordering along the trajectory. The gauge-invariant quark Green’s function then assumes the form

$$S_g(x, y) = \langle \Psi(x) E(x, y) \Psi(y) \rangle$$

$$= \int D\bar{A} D\bar{\Psi} D\Psi e^{-S_{QCD}(A, \bar{\Psi}, \Psi)} \langle \bar{\Psi}(x) \Psi(y) \rangle P$$

$$\times \exp \left\{ i e Q \int_0^y dz_\mu A_\mu(z) \right\}. \quad (9)$$

The functional integral in (9) is calculated by the Laplace method near the one-instanton configuration; as a result, we obtain

$$S_g(x, y) = \text{tr} \left[ P \exp \left\{ i e Q \int_0^x dz_\mu A_\mu^I(z) \right\} \Phi_0(x) \Phi_0(y) \right]. \quad (10)$$

where $A_\mu^I$ is the (anti)instanton field, while $\Phi_0$ is the quark zero mode in an arbitrary gauge. The gauge-invariant quark Green’s function (10) assumes the simplest form in the axial gauge $\gamma_\mu A_\mu = 0$ ($\gamma_\mu = \gamma_\mu - x_\mu$) because, in this gauge, the Schwinger factor $E(x, y)$ is equal to unity. In the coordinate frame where the (anti)instanton is at the origin of coordinates and where the vector $x - y$ is aligned with the time axis at $x = y = z$, the $P$-ordered exponential reduces to an ordinary exponential. The gauge function $R(x)$ corresponding to the transition from the regular gauge to the axial one was considered in detail elsewhere [12]. For the quark zero modes $\Phi_0^{ax}$ in the axial gauge, we have

$$\Phi_0^{ax}(x) = \sqrt{2} \Phi^{ax}(x) U^+ = \sqrt{2} \phi(x) R^\ast(x) U^+, \quad (11)$$

where

$$\phi(x) = \frac{\rho}{\pi(x^2 + \rho^2)^{3/2}}, \quad R(x) = \exp \left\{ i \tau \cdot \mathbf{\alpha}(x) \right\},$$

$$\alpha(x) = \frac{|x|}{\sqrt{x^2 + \rho^2}} \arctan \frac{x_4}{\sqrt{x^2 + \rho^2}}, \quad (12)$$

and $U$ is the rotation matrix in color space (the plus sign in the superscript on $U$ corresponds to the instanton configuration).

The nonlocal four-fermion action functional (7) is linearized with the aid of auxiliary fields interpreted as meson fields. In the literature, this procedure is referred to as bosonization.

Upon explicitly evaluating the integral with respect to the (anti)instanton position, that part in the action functional (7) which describes the interaction assumes the following form in the momentum representation:

$$S_{\text{eff}}^{(4)} = \frac{G}{2} \sum_{i=1}^4 \frac{dk_i}{4\pi^2} \left( f(k_i) \delta(k_i - k_2 + k_3 - k_4) \right)$$

$$\times \langle \bar{\Psi}(k_i) \Gamma \Psi(k_3) \rangle \langle \bar{\Psi}(k_2) \Gamma \Psi(k_4) \rangle. \quad (13)$$

Here, $G = (N/V)^{1/2}$ is the coupling constant for the four-fermion interaction, while $\Gamma$ is the corresponding flavor matrix. The functions $f(k)$ represent normalized zero modes in the momentum representation. For these, we use the approximation (see [13])

$$f(k) = 2\pi \rho_0 \left( 2.25 \exp \{-\rho_0 |k| \} - 1.25 \exp \{-3\rho_0 |k| \} \right). \quad (14)$$

Making the relevant change of variables and going back to the coordinate representation, we obtain the action functional (13) in the form

$$S_{\text{eff}}^{(4)} = G \int d\Psi(x) \Gamma \Psi(x) S_{\text{eff}}^{(4)} \right)^2, \quad (15)$$

which the most convenient for linearization. In expression (15), we have introduced the notation

$$\Psi(x) = \int d\phi \exp \frac{i}{g} \int f(p) \phi(p).$$

Without changing the dynamics of the system, we can replace the action functional (15) by an alternative action functional of the form

$$S[\phi] = S_{\text{eff}}^{(4)} - \frac{1}{2} \frac{N_c}{2} \int d\phi \left( \phi(x) + \frac{g}{N_c} \phi(x) \Gamma \phi(x) \right)^2, \quad (16)$$
where we have redefined the coupling constant as $g = G N_c$. Upon integration with respect to quark fields, the generating functional can then be recast into the form (for the sake of convenience, we formally go over to the Minkowski signature)
\[
Z[\bar{\eta}, \eta, J] = \int D\phi \exp\left[-iN_c\tilde{S}[\phi] + i \int dx J(x)\phi(x)\right],
\]
\[
\tilde{S}[\phi] = \frac{1}{2g} \int dx \varphi^2(x) + i \text{tr} \ln G(x, y) - \frac{1}{N_c} \int dx dy \bar{\eta}(x)G^{-1}(x, y)\eta(y),
\]
where the symbol $\text{tr}$ denotes the functional, group, and spinor trace and
\[
G(x, y) = i\hat{\partial}_x \delta(x - y) - \varphi(x, y),
\]
\[
\varphi(x, y) = \int d\xi \varphi(\xi)f(x - \xi)f(\xi - y).
\]

The auxiliary fields $\varphi$ are interpreted as composite meson fields. The transition to the action functional (17) resulted in the rearrangement of the vacuum state owing to a spontaneous breakdown of chiral symmetry [14].

In the limit $N_c \to \infty$, the integral with respect to the fields $\varphi$ in (17) is calculated by the stationary-phase method. In order to implement this, we must find a solution $\varphi_0$ to the equation
\[
\frac{\delta \tilde{S}}{\delta \varphi} = 0
\]
and expand the action functional (17) in a functional series in the vicinity of this solution as
\[
Z[\bar{\eta}, \eta, J] = \exp\left(iN_c\tilde{S}[\varphi_0] - \frac{1}{2} \text{tr} \ln \tilde{S}''[\varphi_0]\right)
\times \exp\left(iN_c \sum_{n = 3}^{\infty} \frac{\tilde{S}^{(n)}[\varphi_0]}{n!} \frac{\delta^n}{\delta \varphi^n}\right)
\times \exp\left(-\frac{i}{2N_c} \int dx dy J(x)(\tilde{S}''[\varphi_0])^{-1} J(y)\right).
\]

Differentiating the generating functional (19) with respect to the currents $\bar{\eta}, \eta,$ and $J,$ we obtain the corresponding Green’s functions in various orders in $1/N_c$. By way of example, we indicate that the propagator of the field $\varphi$ in the first order in $1/N_c$ is
\[
\frac{\delta^2 Z[\bar{\eta}, \eta, J]}{\delta \bar{\eta}(x) \delta \varphi(y)} = -\frac{1}{N_c}(\tilde{S}''[\varphi_0])^{-1}(x, y).
\]

where
\[
\frac{\delta^2 \tilde{S}[\varphi_0]}{\delta \varphi(x) \delta \varphi(y)} = \frac{1}{g} \delta(x - y) - \text{tr}f(\xi_1 - y)f(y - \xi_2)f(\xi_1 - x)f(x - \xi_2)\left(\frac{\delta^2 \tilde{S}[\varphi_0]}{\delta \varphi(x) \delta \varphi(y)}\right)
\]

Instead of (17), it is more convenient to use, in actual practice, the effective-action representation that also describes the interaction of the composite fields through quark loops, but which is based on the quark–hadron Lagrangian of the $\bar{\psi}\psi$ type. For this, it is necessary, however, to determine the physical coupling constant for quark–hadron interaction. We will now show the way in which this can be done. Let us consider the amplitude $T_{\bar{\psi} \psi \to \bar{\psi} \psi}$ for elastic fermion–fermion scattering. We assume that fermion interaction results in the formation of a boson (for example, pion) bound state with the quantum numbers of the $(\bar{\psi} \psi)$ pair. In other words, a pole at $p^2 = m_M^2$ appears in the amplitude $T_{\bar{\psi} \psi \to \bar{\psi} \psi}$. In the momentum representation, the elastic-fermion-scattering amplitude has the form
\[
T_{\bar{\psi} \psi \to \bar{\psi} \psi} = \Gamma D(p^2),
\]
where $\Gamma$ stands for the corresponding flavor and Dirac matrices, while $D(p^2)$ is the meson propagator [see (20)]. In the momentum representation, this propagator is given by
\[
D(p^2) = \frac{g}{1 - g\Pi(p^2)},
\]
\[
\Pi(p^2) = \int \frac{d^4k}{(2\pi)^4} i
\times f^2(k)f^2(k + p)\text{tr}(\gamma_5 S(k)\gamma_5 S(k + p)).
\]
Expanding the denominator in (22) in a Taylor series near the physical meson mass, we can recast the elastic-fermion-scattering amplitude into the form
\[
T_{\bar{\psi} \psi \to \bar{\psi} \psi} = \frac{g}{1 - g\Pi(m_{M}^2) - (p^2 - m_{M}^2)g\Pi(m_{M}^2) - \Pi^{\text{reg}}(p^2)}.
\]

It is obvious from (23) that, in the meson Green’s function, the condition
\[
1 - g\Pi(m_{M}^2) = 0
\]
corresponds to the pole associated with the mass of the physical particle. If, in addition, the pion mass in (24) is set to zero, we arrive at the mass-gap equation, thereby reproducing the Goldstone theorem.


Let us recast the elastic-scattering amplitude into the form

\[ T_{\bar{q}q} \rightarrow \bar{q}q = -\frac{g_{M_{\bar{q}q}}^2}{p^2 - m_{\bar{q}q}^2} \Gamma, \]  

(25)

where the physical quark–meson coupling constant \( g_{M_{\bar{q}q}}^2 \) is given by

\[ g_{M_{\bar{q}q}}^2 = \frac{1}{\Pi(m_{\bar{q}q}^2)}. \]  

(26)

The last equality is usually written in the form of the compositeness condition [15–19]

\[ Z_M = 1 - g_{M_{\bar{q}q}}^2 \Pi(m_{\bar{q}q}^2) = 0, \]  

(27)

where \( Z_M \) is the constant of meson-field renormalization. Physically, the condition \( Z_M = 0 \) implies that the meson field is always in a dressed state. As a matter of fact, the compositeness condition is equivalent to the strong-coupling condition, because it determines forces responsible for the formation of bound states.

Thus, the proposed approach relies on effective quark–meson Lagrangians written in the gauge-invariant form

\[ \mathcal{L}^\text{int}_M(x) = g_{M_{\bar{q}q}} \int d\xi_1 d\xi_2 f(\xi_1) f(\xi_2) \bar{q}(x + \xi_1) \times E(x + \xi_1, x) \Gamma_M M(x) E(x, x - \xi_2) \psi(x - \xi_2), \]  

(28)

where \( \Gamma_M \) is the flavor matrix corresponding to the meson being considered and

\[ E(x, y) = \exp\left\{ ieQ \int_{\xi} d\xi \mathcal{A}^\mu(\xi) \right\}, \]  

(29)

\[ Q = \frac{1}{2} \left( \frac{8}{3} + \frac{1}{\sqrt{3}} \right), \]  

(30)

and on the connectivity condition (27), which makes it possible to calculate the physical values of the quark–hadron coupling constants and which plays an important role in proving momentum sum rules for the distributions of interest.

3. MODEL PARAMETERS

In this section, we will discuss model parameters. Owing to a spontaneous breakdown of chiral symmetry, the quark mass is a function of momentum; in other words, it appears to be an effective mass. It can be determined by solving the mass-gap equation (Schwinger–Dyson equation):23

\[ \int \frac{d^4 k}{(2\pi)^4} \frac{M^2(k)}{k^2 + M^2(k)} = \frac{n_c}{4N_c}, \]  

where \( M(k) \) is the effective quark mass, while \( n_c \) is the instanton-medium density, which is expressed in terms of \( M^2(0)/G, \) \( G \) being the coupling constant for four-fermion interaction. A solution to equation (30) can be represented as

\[ M(k) = M(0) f^2(k) = M f^2(k). \]  

(31)

The quark condensate and the quark virtuality are also important quantities. The former plays the role of the order parameter in chiral-symmetry breaking; it is determined as the nonperturbative part of the quark propagator,

\[ \langle \bar{q}q \rangle = \lim_{\gamma 

\[ \lambda_q^2 = \frac{\langle \bar{q}D^2 \bar{q} \rangle}{\langle \bar{q}q \rangle} = \frac{4N_c}{2\pi^2} \int d^4 k \frac{M(k)}{k^2 + M^2(k)}. \]  

(33)

In the approximation of a sufficiently dilute instanton medium, the assumption that \( \langle \bar{q}^2 \rangle \sim \lambda_q^2 \gg M^2(\lambda_q^2) \) does not lead to significant errors. Therefore, the momentum dependence of the effective mass in the denominator of the integrands in (32) and (33) can be neglected against \( k^2. \) At the same time, the use of expression (31) for the effective mass in the numerators of (32) and (33) leads to the quark-condensate and quark-virtuality values of, respectively,

\[ \langle \bar{q}q \rangle = -\frac{N_c M}{2\pi^2 \rho_c}, \]  

(34)

By using the values from (34) and expressing the parameters of the instanton vacuum model in terms of the fundamental QCD-vacuum parameters, we obtain

\[ \rho_c^2 = \frac{2}{\lambda_q^2}, \quad M_q = \frac{4\pi^2}{N_c} \frac{\langle \bar{q}q \rangle}{\lambda_q^2}. \]  

(35)

With aid of expressions (35), we can determine the model parameters \( \rho_c \) and \( M \) on the basis of the quark-condensate value

\[ \langle \bar{q}q \rangle = -(230 \text{ MeV})^3 \]  

and the quark-virtuality value

\[ \lambda_q^2 = (0.4 \pm 0.2) - (0.55 \pm 0.05) \text{ GeV}^2, \]  

which were obtained in [22–24]. As a result, we arrive at

\[ \rho_c \sim 1.7 \text{ GeV}^{-1}, \quad M \sim 0.3 \text{ GeV}. \]  

The global analysis of the vacuum and low-energy pion properties from [13] confirms these estimates, setting the following constraints on the above parameters:

\[ \rho_c = 1.5 - 2.0 \text{ GeV}^{-1}, \quad M = 0.22 - 0.26 \text{ GeV}. \]
We note that the condition
\[ \eta = M^2 (\lambda_q^2) / \lambda_q^2 \ll 1, \]
which ensures the applicability of the dilute-medium approximation, holds in the entire parameter region.

4. OFF-DIAGONAL DISTRIBUTIONS

Let us now consider the off-diagonal quark distributions that parametrize the asymmetric hadron matrix elements of a nonperturbative origin. These matrix elements are used, for example, in studying hard exclusive processes like elastic electroproduction. We will dwell at some length on one such process, deep virtual Compton scattering of a virtual photon with a momentum \( q \) by a pion with a momentum \( p \), whereby a real photon with a momentum \( q' = q + r \), is emitted, the remaining recoil pion having the momentum \( p' = p - r \). The momentum \( q \) is considered in the deep virtual kinematical region—that is, in the Bjorken limit \( Q^2 = -q^2 \rightarrow \infty \) and \( p \cdot q \rightarrow \infty \) at finite \( Q^2 / (p \cdot q) \).

We distinguish two cases, \( t = 0 \) and \( t \neq 0 \), where \( t = r^2 \). Let us first consider the more general second case. The amplitude for the Compton scattering of a photon on a pion at the momenta \( p \) and \( q \) in the initial state and the momenta \( p' \) and \( q' \) in the final state (see Fig. 1) is given by
\[
T_{\mu \nu} (p, q) = \int d\xi_1 d\xi_2 d\xi_3 d\xi_4 \times \exp (i q \xi_1 - i q' \xi_2 + i p \xi_3 - i p' \xi_4) \times S
\]
\[
\frac{\delta^4 S}{\delta A_\mu (\xi_1) \delta A_\mu (\xi_2) \delta M(x) (\xi_3) \delta M(x) (\xi_4)} \bigg|_0.
\]
The scattering matrix has the conventional form
\[
S = T \exp (i \int dx [\mathcal{L}_{\text{eff}} (x) + \mathcal{L}_{\text{em}} (x)]).
\]

The Compton amplitude is described by an entire set of diagrams. The basic types of these are displayed in Fig. 2. Diagrams of the 2c and 2d types are suppressed in the Bjorken limit; therefore, we will restrict our consideration to the 2a and 2b types. The main contribution to the amplitude comes from the diagram in Fig. 2a, and not from the diagram in Fig. 2b.

A general method for separating off-diagonal distributions was developed in [4, 25]. In the momentum representation, the contribution of the diagram in Fig. 2a to the reaction amplitude can be represented as
\[
T_{\mu \nu}^{\text{main}} (p, q) = \frac{g_{\gamma qq}}{4 \pi i} \int \frac{dk}{4 \pi i} f(k') f((k - p)^2) f((k - r)^2)
\]
\[
\times \text{tr} (\gamma_5 S(k - p) \gamma_5 S(k) \gamma_\mu S(k + q) \gamma_\nu S(k - r)).
\]

In order to determine the asymptotic behavior at large \( Q^2 \), it is convenient to use the Sudakov variables. For the lightlike vectors \( p_\mu \) and \( n_\mu \), we choose the vector of the target-pion momentum \( p_\mu (p^2 = 0 \text{ for a Goldstone particle}) \) and \( n_\mu = q' / (p \cdot q') \), where \( q' \) is the real-photon momentum. The momenta involved can then be expanded as
\[
p_\mu = \xi p_\mu - \frac{t}{2} n_\mu + p_\mu^\perp, \quad r_\mu = \xi p_\mu + \frac{t}{2} n_\mu + r_\mu^\perp,
\]
\[
q_\mu = -\xi p_\mu + (p \cdot q) n_\mu + q_\mu^\perp,
\]
\[
\zeta = r \cdot n = 1 - p \cdot n,
\]
\[
p \cdot q = p \cdot q' + t/2,
\]
where \( \zeta \) is the asymmetry parameter, which, in the Bjorken limit, is an analog of the scaling variable
\[
x_B = -\frac{q_\mu}{2 pq} = \frac{Q^2}{2 pq}.
\]

Introducing expansion (39) into (38) and performing invariant integration with respect to \( k \), we arrive at the expression
\[
\int \frac{dk}{4 \pi i} I_{\mu \nu} (k, p, n) = p_\mu n_\nu C_1 (k, p, n)
\]
\[
+ n_\mu p_\nu C_2 (k, p, n) + g_{\mu \nu} C_3 (k, p, n),
\]
where \( I_{\mu \nu} (k, p, n) \) and \( C_n (k, p, n) \) \( (n = 1, 2, 3) \) are some typical functions. In the above expression, we have omitted terms that are suppressed at large \( Q^2 \). With the
aid of the relation
\[ \int_{-1}^{1} dX \delta(\bar{X} - k \eta) = 1, \]  
(41)
an integral representation of unity, we reduce the amplitude to the form
\[
T_{\mu\nu}(p, q, r) = (p_\mu \tilde{\eta}_\nu + \tilde{\eta}_\mu p_\nu - g_{\mu\nu}) \times \int_{0}^{1} dX \left( \frac{1}{X - \zeta} - \frac{1}{\bar{X}} \right) F_\zeta(X, t). \]  
(42)

By definition, the function \( F_\zeta(X, t), \) which appears in expression (42), represents the contribution of the basic diagrams to the off-diagonal distribution of quarks in the pion and has the form
\[
\mathcal{F}_\zeta^\Lambda(X, t) = \frac{1}{2 - \zeta} \eta_{\pi q g} \frac{d k}{4 \pi^2} \frac{f(k)}{f(k + p)} \times f(k - r) \text{tr}(\not{\gamma}_3 S(k - p) \gamma_3 S(k) \not{n} \gamma S(k - r)) \times \delta(X - k \eta) + (X \rightarrow \bar{X}). \]

The variable \( X \) in expressions (42) and (43) ranges between zero and unity. Physically, it appears to be the common fraction of the initial-hadron momentum \( p \). It can be represented as a linear superposition of the conventional fraction \( x \) of the momentum \( p \) for the case of zero momentum transfer and the fraction \( y \) of the non-zero momentum transfer \( r \); \( X = xp + yr \).

The contributions to the off-diagonal distribution from the additional diagrams (see Fig. 2b) can be singled out in a similar way. As a result, we obtain
\[
\mathcal{F}_\zeta^0(X, t) = \frac{1}{2 - \zeta} \eta_{\pi q g} \frac{d k}{4 \pi^2} \frac{f(k)}{f(k + p')}
\times \int_{0}^{1} d\tau f'((k - r)^2 + r^2 \tau(1 - \tau)) \times \text{tr}(\gamma_3 S(k) \gamma_3 S(k + p')) \times \left( \delta(X - k \eta) + \delta(X - z + k \eta) \right) + (X \rightarrow \bar{X}). \]

The structure integrals in (43) and (44) are calculated in the Euclidean signature, where the form factors \( f(k^2) \) are well defined. In this calculation, we also use the \( \alpha \) representation for the propagators that relies on integral representations of the gamma and the delta function,
\[
\frac{1}{A^\alpha} = \frac{1}{\Gamma(n)} \int_{0}^{\infty} d\alpha \alpha^{n-1} e^{-\alpha A}, \quad \delta(X) = \frac{1}{(2\pi)^{n/2}} \int_{-\infty}^{\infty} dy e^{i p y}, \]

and the Laplace transform of the nonlocal vertex form factors.

The eventual expressions for these functions in the \( \alpha \) representation are given in the Appendix. Integration of the sum of the functions in (43) and (44) with respect to the common momentum fraction \( X \) yields the hadronic electromagnetic form factor (pion form factor in the case under study); that is,
\[
\int_{0}^{1} dX \mathcal{F}_\zeta^0(X, t) + \mathcal{F}_\zeta^0(X, t)
= \int_{0}^{1} dX \mathcal{F}_\zeta(X, t) = F_\pi(t), \]

where the hadronic form factor is normalized to unity. The behavior of the function \( F_\zeta(t) \) (see Fig. 3) agrees with experimental values; numerically, it virtually coincides with the results of the calculations performed in [26, 27].

In order to derive asymmetric distribution functions (for the definition, see [4]), it is necessary to set the squared momentum transfer in (43) and (44) to zero, \( t = 0 \). In this way, we obtain the family of functions \( \mathcal{F}_\zeta(X) \) depending on the asymmetry parameter \( \zeta \) (in contrast to the double distribution functions in [4], which are universal and which are independent of \( \zeta \)). It follows from (46) that the function \( \mathcal{F}_\zeta(X) \) satisfies the sum rule
\[
\int_{0}^{1} dX \mathcal{F}_\zeta(X) = 1 \]

and possesses the following properties. In the region \( X \geq \zeta \), the parton returning to the hadron carries a positive fraction \( (X - \zeta)p \) of the primary-hadron momentum. Therefore, the asymmetric function can be interpreted as a function similar to the conventional distribution function. In the region \( X \leq \zeta \), the parton returning to the hadron carries the negative momentum fraction \( (X - \zeta)p \); therefore, it can be interpreted as a parton emitted by the final hadron and traveling together with the parton that has left the initial hadron. If \( X \) is represented in the form \( X = Y \zeta \), we can see that either parton of the two emitted by the primary and the final hadron carries a positive fraction of the momentum transfer \( r \), \( Y \) and \( \tilde{Y} \), respectively. In this case, the asymmetric distribution function \( \mathcal{F}_\zeta(X) \) is similar to the amplitude for the decay of the bound state with total momentum \( r = \zeta p \) into two parts. In particular, we can show in a model-independent way that the asymmetric distribution of quarks in the pion at \( \zeta = 1 \) reduces to the pion wave function. For this, we consider the hadronic matrix element of an arbitrary operator that parametrizes the distribution functions:
\[
\langle \pi(p') | \mathcal{O}(0) | \pi(p) \rangle. \]

(48)
We arrive at
\[ \frac{1}{f_\pi} \langle 0 | \bar{\mathcal{A}}_\mu(x) | \pi(p) \rangle = \phi_\pi(x), \tag{51} \]
where \( \phi_\pi \) is the pion wave function. Thus, we have shown that, if the asymmetry parameter \( \zeta \) is equal to unity—this is equivalent to zero momentum of the final pion—the asymmetric function \( \mathcal{F}_\zeta(X) \) coincides with the pion wave function. Figure 4 displays the graphs of the asymmetric functions at various values of the parameter \( \zeta \). It can be seen that the contributions of the additional diagrams decrease with increasing asymmetry parameter \( \zeta \) (we recall that the maximum contribution of the additional diagrams corresponds to \( \zeta = 0 \) and amounts to about 20%).

5. CONCLUSION

We have predicted general properties of the off-diagonal distributions of valence quarks in the pion.\(^3)\) These off-diagonal distributions are of particular interest because they relate conventional (diagonal) distributions to hadron form factors. Our calculations have been performed within the proposed model that relies on gauge-invariant nonlocal quark–hadron Lagrangians and on the compositeness condition, which permits computing physical coupling constants for quark interaction with hadrons. Nonlocal vertices are fully generated by instantons and are characterized by the mean instanton size. We have shown that, if gauge invariance is strictly respected within the approach used, parton sum rules for the distribution of the total hadron momentum among valence quarks follow from the compositeness condition. It has been found that the parameters of the instanton vacuum, such as the effective radius of the instanton and the quark mass, are related to the vacuum expectation values of quark–gluon operators of the lowest dimension and to low-energy pion observables.
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APPENDIX

Presented below for an arbitrary value of the asymmetry parameter \( \zeta \) are the parametric \( \alpha \) representations

\[^3\)Here, we have taken into account only the leading twist and neglected the effects of the quark–gluon sea.
for typical integrals in the expressions for quark distributions.

We have

$$\mathcal{F}_ξ^0(X, t) = \frac{1}{2} \frac{g_{\Sigma g}^2}{4\pi^2} \mathcal{F}_ξ^0(α, t),$$

where

$$\mathcal{F}_ξ^0(α, t) = \frac{1}{2} \int_0^{2π} dα_1 \ldots dα_4 \tilde{f}_1(α_1) \tilde{f}_2(α_2) \tilde{f}_1(α_3) e^{iα M^2} \times \frac{X e^{iα M^2} \exp \left( -tX (α_{\Sigma 44}(α_1 + α_{\Sigma 44} \tilde{α}_2) \times \frac{1}{α_1 + α_{\Sigma 44}(1 - ζ)} \exp \left( -t(1 - X) \frac{α_{\Sigma 44} α_1}{α_1 + α_{\Sigma 44}(1 - ζ)} \right) \right)}{\Theta(α_{\Sigma 44}) \exp \left( -tX (α_{\Sigma 44}(α_1 + α_{\Sigma 44} \tilde{α}_2) \times \frac{1}{α_1 + α_{\Sigma 44}(1 - ζ)} \exp \left( -t(1 - X) \frac{α_{\Sigma 44} α_1}{α_1 + α_{\Sigma 44}(1 - ζ)} \right) \right)} \times \exp \left( -M^2(α_{\Sigma 45} + \tilde{α}_3) - t(1 - X) \frac{α_{\Sigma 44} α_1}{α_1 + α_{\Sigma 44}(1 - ζ)} \right),$$

for the main diagram in Fig. 2a and

$$\mathcal{F}_ξ^0(X, t) = \frac{1}{2} \frac{g_{\Sigma g}^2}{4\pi^2} \mathcal{F}_ξ^{(1)}(α, t) + \mathcal{F}_ξ^{(2)}(α, t),$$

where

$$\mathcal{F}_ξ^{(1)}(α, t) = \int_0^{2π} dα_1 \ldots dα_3 \tilde{f}_1(α_1) \tilde{f}_2(α_2) \tilde{f}_1(α_3) \times \frac{2X - 1.5ζ}{α_1 \tilde{α}_1(1 - ζ)} \times \left[ \Theta(α_{\tilde{α}_1}) \exp \left( α_{\tilde{α}_1} M^2 - iτα_{\tilde{α}_1} \frac{α_1 + \tilde{α}_1 + α_4(1 - τ)}{α_{123} + \tilde{α}_1} \right) \right],$$

$$\mathcal{F}_ξ^{(2)}(α, t) = \int_0^{2π} dα_1 \ldots dα_3 \tilde{f}_1(α_1) \tilde{f}_2(α_2) \tilde{f}_1(α_3) \times \frac{2X - 1.5ζ}{α_1 \tilde{α}_1(1 - ζ)} \times \left[ \Theta(α_{\tilde{α}_2}) \exp \left( α_{\tilde{α}_2} M^2 - iτα_{\tilde{α}_2} \frac{α_1 + α_2 + α_4(1 - τ)}{α_{123} + α_2} \right) \right].$$

for the additional diagram in Fig. 2b.

In the above expressions $\tilde{f}_n(α) \sim φ_n(α)$ stands for the Laplace transform of the form factor raised to the $n$th power, and we have also introduced the notation

$$α_{n_1 \ldots n_r} = α_{n_1} + \ldots + α_{n_r},$$

$$\tilde{α}_1 = α_2 + 1 - X - \frac{X - X}{X - X} - α_1, \quad \tilde{α}_2 = α_1 + \frac{X - X}{X - X} - α_2,$$

$$\tilde{α}_3 = α_1 + \frac{X - X}{X - X} - α_2,$$
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Abstract—The amplitude of the decay $\eta' \rightarrow \pi^+\pi^-\gamma$ is derived in the soft limit of the current scheme of $\eta-\eta'$ mixing. The results are compared with experimental values of the phenomenological contribution additive to the $\rho$-meson contribution. © 2000 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

According to the precise results of the LEPTON-F experiment [1], which studied the decay process $\eta' \rightarrow \pi^+\pi^-$, the inconsistencies found in a fit of the two-pion spectrum in terms of the purely $\rho$-meson-decay contribution can be removed by supplementing it with a constant additive term. A thorough reanalysis of the relevant world data at CERN [2] confirmed this conclusion. More recently, the Crystal Barrel measurement [3] of the invariant-mass distribution of the two-pion system from the decay process $\eta' \rightarrow \pi^+\pi^-$ provided further evidence for a nonresonance contribution to this spectrum. The analysis of this process from [4] yielded similar results.

It has long since been known that the amplitude of the decay $\eta' \rightarrow \pi^+\pi^-$ is affected by the AVV and AAQV chiral anomalies (see, for example, [5]). As a result, this amplitude depends on the quark charges, providing the possibility of determining (see [6] and references therein) whether they are fractional [7] or integral [8].

That the two-pion mass spectrum observed in the decay process being discussed is dominated by the $\rho$-meson contribution—in contrast to what occurs in the two-photon decays of either $\eta$ and $\eta'$—complicates the use of the soft limit for the term generated by the anomaly in the lowest order. In [6], the $\rho$-meson contribution was taken into account by multiplying the low-energy amplitude by the corresponding Breit–Wigner factor. According to Benayoun et al. [2], it is the non-$\rho$ term that must be identified with the anomalous contribution to the amplitude in the soft limit. (For a detailed analysis of the $\rho$-meson contribution to $\eta'$ decays, the reader is referred to [2].)

In the soft limit, the anomalous contributions to the $\pi^+\pi^-\gamma$ decays of either $\eta$ and $\eta'$ were estimated in [9] for two theoretical schemes of $\eta-\eta'$ mixing [10].

Assuming the current-mixing scheme, we derive here the anomalous contribution to the amplitude of the decay $\eta' \rightarrow \pi^+\pi^-\gamma$ and then compare our results with experimental data quoted in [2, 3].

2. $\eta-\eta'$ MIXING

The amplitude being discussed receives contributions from anomalies through the coupling of the Heisenberg fields $\eta$ and $\eta'$ to the divergences of $SU(3)$-octet and $SU(3)$-singlet currents. For the interpolating fields $\eta$ and $\eta'$, we obtained [10]

$$\eta = \frac{1}{m_\eta^2} \left( \frac{D_\eta}{F_8} \cos \theta - \frac{D_0}{F_0} \varepsilon \sin \theta \right),$$

$$\eta' = \frac{1}{m_\eta^2} \left( \frac{D_\eta}{\varepsilon F_8} \sin \theta + \frac{D_0}{F_0} \cos \theta \right),$$

where $D_a = \partial_\mu A^\mu_a$ with $a = 8 (0)$, $A^\mu_a$ being octet (singlet) currents ($\langle \Omega | A^\mu_a | \eta(0) \rangle = i p_\mu f_a$; $F_a = f_a / \cos \theta$; and $\theta$ is the mixing angle. In the so-called current-mixing scheme, the quantity $\varepsilon$ in (1) is equal to $m_\eta / m_\eta$.

In using expressions of the type (1), we imply a subtraction of anomalous terms, whereby the Lorentz invariant form factors of the divergences vanish in the soft limit, so that we arrive at the anomalous contribution in its pure form (apart from the sign).

3. BASIC FORMULAS

The amplitude of the decay $\eta' \rightarrow \pi^+\pi^-\gamma$ depends on the decay constants $f_8$ and $f_0$ and on the mixing angle $\theta$; these parameters can be inferred from the two-photon widths of $\eta$ and $\eta'$. From (1), we obtain

$$R_\eta = \left[ \frac{3 \Gamma (\eta \rightarrow \gamma \gamma)}{\Gamma (\pi^0 \rightarrow \gamma \gamma)} \right]^{1/2} \left( \frac{m_\eta}{m_\eta} \right)^{3/2}$$

$$= \frac{f_8}{F_8} \cos \theta - \sqrt{8} \frac{f_0}{F_0} \varepsilon \sin \theta,$$

$$R_{\eta'} = \left[ \frac{3 \Gamma (\eta' \rightarrow \gamma \gamma)}{\Gamma (\pi^0 \rightarrow \gamma \gamma)} \right]^{1/2} \left( \frac{m_\eta}{m_\eta} \right)^{3/2}$$

$$= \frac{f_8}{F_8} \cos \theta - \sqrt{8} \frac{f_0}{F_0} \varepsilon \sin \theta.$$
The parameters $f_8$, $f_0$, and $\theta$ can also be related to the features of the decays $J/\psi \rightarrow \eta' \gamma$ and $J/\psi \rightarrow \eta \gamma$. Following [11], we assume that the radiative decays of $J/\psi$ are determined primarily by $c\bar{c}$ annihilation into $gg\gamma$. For the cases being considered, the gluon pair occurs in a pseudoscalar state. According to [10], the ratio of the widths with respect to the decays $J/\psi \rightarrow \eta' \gamma$ and $J/\psi \rightarrow \eta \gamma$ can be expressed in terms of the corresponding matrix elements $\langle 0 | G \bar{G} | \eta' \rangle$ and $\langle 0 | G \bar{G} | \eta \rangle$ of the gluon-anomaly operator $G \bar{G} = G_{\mu\nu} G^{\mu\nu}$ [11]; that is,

$$R \equiv \left[ \frac{\Gamma(J/\psi \rightarrow \eta' \gamma)}{\Gamma(J/\psi \rightarrow \eta \gamma)} \right]^{1/2} \left[ \frac{m_{\eta'}}{m_{\eta}} \right]^{3/2} \left( \frac{m_{\eta}}{m_{\eta'}} \right)^2$$

$$= \frac{\langle 0 | G \bar{G} | \eta' \rangle^2}{\langle 0 | G \bar{G} | \eta \rangle^2} \left( \frac{m_{\eta}}{m_{\eta'}} \right)^2$$

$$= \varepsilon \frac{\sqrt{2} f_0 \cos \theta + \varepsilon f_8 \sin \theta}{\sqrt{2} f_0 \sin \theta + \varepsilon f_8 \cos \theta},$$

where $p_{\eta}/p_{\eta'} = (1 - m_{\eta}^2/m_{J/\psi}^2)/(1 - m_{\eta'}^2/m_{J/\psi}^2)$.

The mixing angle and the decay constants can also be expressed in terms of $R_{\eta'}$, $R_{\eta}$, and $R$. This was done and discussed in [10]. The experimental data quoted in [12] for the decays $\eta/\eta' \rightarrow \gamma\gamma$ and $J/\psi \rightarrow \eta/\eta' \gamma$ make it possible to obtain the estimates presented in Table 1.

The value of $\theta = -19.7^\circ \pm 2.2^\circ$ is consistent with the estimate $\theta = -(19^\circ - 20^\circ)$ from [13].

We have also obtained the expressions

$$\tan \theta = \left\{ 5 (e^2 R_{\eta} + R_{\eta}) \right\} \left\{ e^2 R_{\eta'} + R_{\eta'} \right\}^{1/2}$$

$$\left[ 9 (R_{\eta} - e^2 R_{\eta'})^2 + 16 (R_{\eta} + e^2 R_{\eta'})^2 (e^2 + R_{\eta'})^2 \right]^{1/2},$$

$$\frac{f_8}{f_0} = \frac{R_{\eta} + e R_{\eta'} \tan \theta}{\sqrt{8} \varepsilon},$$

$$\frac{f_8}{f_0} = -R_{\eta} \tan \theta + e R_{\eta'}. \varepsilon R_{\eta'} \tan \theta.$$  

From (4), it follows that the mixing angle $\theta$ depends only on $R$ and on the ratio $R_{\eta'}/R_{\eta}$.

It should be emphasized that the above expressions for the decay-width ratios—they have been used to estimate the mixing angle $\theta$ and the decay constants $f_8$ and $f_0$—are not identical to those from [2] and from the references quoted therein, but they reduce to them upon setting $\varepsilon = 1$ in (1)–(5).

4. DEPENDENCE ON THE RENORMALIZATION SCALE

The renormalization-group properties of the decay constants $f_0$ and $f_8$ should be discussed separately. Since our analysis is restricted to the lowest order of QED, the anomalous divergences $D_8$ and $D_9$ are virtual independent of the QED renormalization point. However, the effects of QCD renormalization cannot be neglected: that the singlet current is not conserved— that is, it shows an anomaly—renders it strongly dependent on the renormalization scale (the corresponding anomalous dimension was found in [14]), whence it follows that $D_8$ and $f_0$ are also dependent on the renormalization scale.

Owing to a multiplicative character of renormalization, the matrix element for $D_8$ decay into $\pi^+\pi^- \gamma$ can be represented in the form

$$\langle \pi(p_+)\pi(p_-)\gamma(k)|D_8(|\mu^2)|\Omega \rangle$$

$$= Z(|\mu^2/q^2|^2) \langle \pi(p_+)\pi(p_-)\gamma(k)|D_8(|q^2)|\Omega \rangle,$$

where $q = p_+ + p_- + k$.

The same factor $Z(|\mu^2/q^2|^2)$ renormalizes $f_0(q^2)$ into $f_0(\mu^2)$. Since the expression for $\eta'$ features only the ratio $D_8/f_0$ [see equation (1)], the amplitude of the decay $\eta' \rightarrow \pi^+\pi^- \gamma$ then proves to be independent of the renormalization point.

Upon isolating the pole at $m_{\eta}'^2$, the matrix element $\langle \pi(\pi)|D_8(|q^2)|\Omega \rangle$ is computed in the soft limit ($q^2 \rightarrow 0$), whereas $f_0(q^2)$ is taken at the point $q^2 = m_{\eta}^2$. It is usually assumed that $\langle \pi(\pi)|D_8(0)|\Omega \rangle = \langle \pi(\pi)|D_8(q^2)|\Omega \rangle$, where $q_0 = 1$ GeV. Since the $q^2$ evolution of the factor $Z(|\mu^2/q^2|^2)$ is slow (its anomalous dimension is on the order of $\alpha_s^2$, [14]), the difference between $D_8(q_0^2)$ and $D_8(m_{\eta}^2)$ is negligibly small. We may conclude that $\langle \pi(\pi)|D_8(0)|\Omega \rangle/f_0(m_{\eta}'^2) = \langle \pi(\pi)|D_8(m_{\eta}^2)|\Omega \rangle/f_0(m_{\eta}'^2)$.

The renormalization-invariant properties of some other matrix elements involving $\eta'$—in particular, those of the amplitude for the decay $\eta' \rightarrow \gamma\gamma$—have been analyzed in [15].

5. DECAY $\eta' \rightarrow \pi^+\pi^- \gamma$ IN THE SOFT LIMIT

The amplitude for the decay of either $\eta$ or $\eta'$ into $\pi^+\pi^- \gamma$ has the Lorentz structure

$$M(\eta' \rightarrow \pi(p_+)\pi(p_-)\gamma(k)) = E_p(p, k, p, k e) \mu_{\eta'\pi\gamma} \varepsilon_{\eta'\pi\gamma} \varepsilon_{\eta'\pi\gamma},$$

where $\varepsilon_{\eta'\pi\gamma}$ is the polarization vector of the $\eta'$.
In deriving this estimate, we employed the world-averaged data on the decay $\eta \rightarrow \gamma \gamma$ [12] and data on production processes induced by the Primakoff mechanism. By invoking only the data on the two-photon processes, we obtain a slightly lower estimate:

$$E_\eta'(0) = -7.37 \pm 0.77 \text{ GeV}^{-3}. \quad (11)$$

The estimates in (9) and (10) should be regarded as the foremost results of the present analysis.

In [2, 3], the phenomenological parameter $E_\eta'$ of the contribution additive to the $\rho$-meson background, which the authors of [2, 3] propose to identify with $E_\eta'(0)$, depends on this background and was estimated from the data for two schemes, M1 and M2 (see [2] for details). The results obtained in this way for $E_\eta'$ are quoted in Table 2.

Table 2. Experimental values of the extra additive term in the resonance background for two assumed forms of this background

<table>
<thead>
<tr>
<th>Model</th>
<th>$E_\eta'$, GeV$^{-3}$</th>
<th>[2]</th>
<th>[3]</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>$5.06_{-0.54}^{+0.53}$</td>
<td>-4.46 ± 0.51</td>
<td></td>
</tr>
<tr>
<td>M2</td>
<td>$2.17_{-0.46}^{+0.49}$</td>
<td>-1.78 ± 0.53</td>
<td></td>
</tr>
</tbody>
</table>

where $P = \eta$ or $\eta'$ and $\varepsilon^\eta$ is the photon polarization vector. Using equation (1) and taking into account all comments to it, we are now able to obtain $E_\eta'$ in the soft limit (contributions from the box and triangular anomalies [5, 6]),

$$E_\eta'(0) = -4.17 \pm 0.57 \text{ GeV}^{-3}. \quad (9)$$

In this estimate, we employed the world-average data on the decay $\eta \rightarrow \gamma \gamma$ [12] and data on production processes induced by the Primakoff mechanism. By invoking only the data on the two-photon processes, we obtain a slightly lower estimate:

$$E_\eta'(0) = -4.01 \pm 0.38 \text{ GeV}^{-3}. \quad (10)$$

The estimates in (9) and (10) should be regarded as the foremost results of the present analysis.

To conclude, we have derived the nonresonance (anomalous) contribution to the amplitude of the decay $\eta' \rightarrow \pi^+\pi^-\gamma$. The results are consistent with the empirical estimates of the parameter $E_\eta'$ that assume the M1 scheme. The theoretical prediction obtained in the soft limit, which is rather far from the realistic situation, proves to be surprisingly close to the experimental estimate of $E_\eta'$.
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Abstract—In the work presented, the effect of electromagnetic interactions on the strangeness-conserving $\beta$-decay of baryons: neutron, $n \rightarrow p + e^- + \nu + \gamma$, and hyperon, $\Sigma^+ \rightarrow \Lambda^0 + e^- + \nu(\bar{\nu}) + \gamma$, is visualized. The polarized baryon decay studied, the total decay probability modification, as well as the modifications of the $e^\pm$ spectrum and the angular distribution with respect to the polarization vector $\xi$ of the initial baryon (coefficient $A$), have been calculated. Dependence of the results on the value of the ultraviolet cut-off parameter $\Lambda$ is elucidated. The spectrum and yield of the $\gamma$-radiation accompanying the $\beta$-decay is acquired, with special attention being paid to the infrared (soft-photon) radiation. The photon radiation of pions constituting the baryon’s “pion cloud” is investigated. The radiative corrections to the total $\beta$-decay probability and to the electron energy and angular distributions found in this work proves to be of pivotal importance for obtaining the main characteristics of the weak interaction from experimental data processing. © 2000 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION. THE CONCEPT OF ELECTROMAGNETIC INTERACTIONS IN $\beta$-DECAY

As charged particles are involved in $\beta$-decay, electromagnetic interactions are bound to be taken into consideration in describing such phenomenon. $\gamma$-radiation accompanying the $\beta$-decay of neutron, hyperons, and nuclei was investigated as far back as in the ‘fifties [1, 2], and even in the ‘thirties [3]. In so far as a mere bremsstrahlung of an outgoing electron (or positron) with sufficiently large energy was considered in those early works, the familiar perturbation theory in the fine structure constant $\alpha$ was perfectly applicable in treating such $\gamma$-radiation and its influence on $e^\pm$-spectra and the total decay probability [4]. Afterwards, allowing for the electromagnetic interactions having embraced the $\gamma$-radiation of any permitted energies including soft-photon radiation, the general physical problem of the infrared divergence emerged. An approach beyond the reach of the common perturbation theory in $\alpha$ was to be pursued, the virtual photons coming into the picture as well. The relevant methods elaborated in the profound works [5, 6] are to be consistently applied in treating electromagnetic interactions in $\beta$-decay. Aforementioned accounting for the virtual photons entails, in turn, the onset of the ultraviolet divergence while calculating the radiative corrections to baryon (and nucleus) $\beta$-decay. Nowadays, Sirlin’s comprehensive investigations [7] in the framework of the Weinberg–Salam $SU(2) \times U(1)$ gauge model [8] provide two rather different recipes for removing the ultraviolet divergence that appears when treating the radiative $\beta$-decay. After all, baryons being far from to be point-like, its intrinsic structure has an effect on the $\beta$-decay, especially on the radiative corrections to it, and this fact needs to be properly accounted for [9, 10].

Thus, there exist nowadays several substantial grounds and purposes for an inquiry into the radiative corrections to baryon $\beta$-decay.

(i) First, in so far as correct acquiring the Cabibbo–Kobayashi–Maskawa (CKM) [11] quark-mixing matrix elements and invariant amplitudes (form-factors) [12, 13], determining the weak interactions, from the experimental data goes, the radiative corrections to $\beta$-decay have to be scrutinized. By now, the accuracy of the most precise experimental data on decay probability and on the energy and angular lepton distributions is known to amount to $\approx 0.1\%$ for neutron data [14–22] and $\approx 2–3\%$ for hyperon data [23]. Consequently, if the radiative corrections are strictly calculated, the CKM-matrix elements and invariant amplitudes of weak interactions can be disentangled, in the long run, from the experimental data with the same high accuracy, which is substantial to comprehend to what extent the weak interaction universality holds true [8, 11, 12]. What must be proclaimed from the very first is that we focus solely on the radiative corrections themselves, all other problems not associated with electromagnetic interactions immediately being put aside, significant though they may be in their own right. In particular, we do not deal with the induced terms and the momentum-transferred dependence of the form-factors (invariant amplitudes) incorporated in the general effective weak interaction Lagrangian [12, 13] (see the next Section).
Even so, we restrict ourselves for the sake of definiteness to treating the strangeness-conserving semileptonic decays of neutron, \( n \rightarrow p + e^- + \bar{\nu} + \gamma \) and \( \Sigma^- \)-hyperons, \( \Sigma^+ \rightarrow A^0 + e^+ + \nu(\bar{\nu}) + \gamma \) only, to sidestep and avoid, according to our lights, the highbrow discussion about the peculiarities of CKM-matrix elements [11], right-handed currents [24, 25], and so on.

During last three decades, many a calculation has been pursuing the Sirlin’s simplified approach [9, 26, 27], treating the radiative corrections as a sum of the so-called “model-dependent” (MD) and “model-independent” (MI) parts, which had been managed, initially, to describe the electron spectrum modification in neutron \( \beta \)-decay and then was generalized to treat the modifications of the total decay probability and the lepton energy-angular distributions for neutron [28, 29] and hyperons [30–32]. In this rather untenable handling, the MI part renders some finite part of the radiative corrections to baryon \( \beta \)-decay, the general physical problem of soft-photon emission beyond the usual perturbation theory in the fine structure constant \( \alpha \) [5, 6]. Thus, visualization of the true behavior of the baryon radiative \( \beta \)-decay probability when the \( \gamma \)-radiation energy tends to zero, offered in Sections 4, 5, is of physical interest in its own right, which warrants our plunge into radiative \( \beta \)-decay if only for this reason. Certainly, we need this to repose full confidence in the actual accuracy of our calculations as well.

(iii) Inquiring into the \( \gamma \)-radiation accompanying \( \beta \)-decay, one becomes conscious of the fact that side by side with the familiar bremsstrahlung of outgoing charged particles, there exists a \( \gamma \)-radiation straightforward from baryon interior, as being due to the baryon intrinsic structure, and, especially, due to the baryon’s internal pionic degrees of freedom. Thus, the study of this phenomenon provides a tool for investigating the baryon structure within the framework of low-energy physics.

(iv) As far as treating the ultraviolet divergence is concerned, we are to realize (see Section 5) what is the sensitivity of the ultimate results of our calculations on the choice of different prescriptions elaborated in Sirlin’s investigations [7].

All of the enumerated tasks (i)–(iv) being closely related to each other are of long-standing and ever-increasing significance. Keeping in mind the aforesaid agenda we make bold to launch our present study of the radiative corrections to baryon \( \beta \)-decay.

2. GENERAL LAGRANGIAN FORMULATION

First and foremost, we set out the general effective Lagrangian (see [12, 13, 36–38]) relevant to describe the strangeness-conserving baryon \( \beta \)-decay,

\[
L_{\text{int}} = L_{B\bar{B}i\nu} + L_{c\gamma} + L_{B\gamma} + L_{\pi N} + L_{n\nu} + L_{B\bar{B}i\kappa},
\]

where

\[
L_{B\bar{B}i\nu}(x) = \frac{G}{\sqrt{2}} \overline{\psi}(x) \gamma^\mu (1 + \gamma^5) \psi(x)
\]

\[
\times \bar{\psi}_{\bar{B}i}(x) \left[ g_\text{YM} \sigma_{\alpha\beta} q_\alpha q_\beta + (g_\text{G} q_\alpha + g_\text{W} q_\alpha) \gamma^5 \right] \psi_B(x)
\]

renders the \((V-A)\) baryon-lepton weak interaction, \( q \) being the four-momentum transfer in \( \beta \)-decaying. The expression

\[
L_{c\gamma}(x) = -e \overline{\psi}(x) \gamma^\mu \gamma^5 \psi(x) A_\mu(x)
\]

stands for electromagnetic field interaction with leptons and \( L_{B\gamma} \), likewise, with baryons. The electro-weak pion interactions are described by

\[
L_{\pi N}(x) = (\partial_\mu \pi^\mu(x) + e \epsilon^{bac} \mathcal{A}_\mu^a(x) \pi^\mu(x))^2,
\]

\[
L_{n\nu}(x) = f_\pi \sqrt{2} \mathcal{A}_\mu^0(x) (\partial_\mu \pi^\mu(x) + e \epsilon^{bac} \mathcal{A}_\mu^a(x) \pi^\mu(x)),
\]

where \((a, b, c) = (1, 2, 3)\), whereas \( \mu = (1, 2, 3, 4)\), \( f_\pi = 93 \text{ MeV} \), and

\[
\mathcal{A}_\mu^0 = e A_\mu, \quad \mathcal{A}_\mu^- = \frac{G}{\sqrt{2}} \overline{\psi} \gamma_\mu (1 + \gamma^5) \psi,
\]

\[
\mathcal{A}_\mu^+ = -\mathcal{A}_\mu^-.
\]

Lastly, the effective pion interaction with the three-
quark bag-baryon can be presented in the form [38]

\[ L_{BfBi}(x) = \frac{1}{2f_{SBfBi}} \int \frac{d^4 q}{(2\pi)^4} \left( \sigma \cdot q \right) u(q) \Psi_{Bf}(x) \]

\[ \times (\pi(x) x) \Psi_{Bi}(x) e^{iqx}, \]  

(5)

where \( N, R, p \) are the normalization factor, baryon-bag radius, and quark momentum, respectively [38], and \( f_{SBfBi} \approx 11/14 \) [12, 13]. In the aforesaid formulae (2)–(5), the \( \gamma \)-matrices are defined accordingly [36], \( \sigma_{av} = (\gamma_\alpha \gamma_\nu - \gamma_\nu \gamma_\alpha)/2 \), and the system of units \( \hbar = c = 1 \) is adapted; \( \Psi_{Bf}(x), \Psi_{BiBf}(x) \) render baryon fields in the initial and final states, and \( \psi, \psi_\nu, \pi^\alpha, A_\mu \) stand for the electron (positron), (anti)neutrino, pion, and electromagnetic fields, respectively. The particle masses (in MeV) occurring in (1)–(5) are \( M_p = 938.2723, \)

\( M_n = 939.5656, M_e = 1189.4, M_{\Sigma} = 1197.3, M_{\Lambda} = 1156.5, M_{K^o} = 134.98, M_{K^*} = 139.57 \) and \( m = m_e = 0.5110 \) [37]. As we are inquiring into the strangeness-conserving \( \beta \)-decay only, we henceforth adapt, for our numerical calculations, the effective value \( G = G^{00} = G^{00}_{e[V_{ud}]} = 1.1365(1) \times 10^{-5} \) GeV\(^{-2}\) [11, 37, 39, 40], where \( G^{00} = 1.16639(2) \times 10^{-5} \) GeV\(^{-2}\) and \( G^{00} \) are acquired from the muon decay and super-allowed \((0^+ \rightarrow 0^+)\) nuclear Fermi transitions, respectively. Here, the radiative corrections in both cases have been thoroughly accounted for and disentangled, and \( |V_{ud}| = 0.9744 \pm 0.001 \) is an element of the KM-matrix which mixes the \( u \), \( d \)-quarks, related to the Cabibbo angle \( \theta_C \) by \( |V_{ud}| = \cos \theta_C \). We also prescribe for the effective amplitudes in (2) the values \( g_e = 1, g_A = 1.266 \) in the neutron decay case [14], [21], and \( g_e = 0, g_A = \sqrt{2/3} D, D = 0.74 \) [12, 13] for \( \Sigma \)-hyperon one. However, as we shall treat in our further calculations the relative radiative corrections that is, the radiative corrections divided by the uncorrected bulk decay probability, the \( G \) value itself does not influence the results set forth anywhere, but in Section 7.

The amplitudes \( g_v, g_A \) determine the main bulk \((V - A)\) weak interaction, whereas \( g_{BP} \) represents the induced pseudoscalar, and \( g_{WM} = (\bar{\mu}_f - \bar{\mu}_i)/2 M_B \) stands for “weak magnetism,” where \( \bar{\mu}_f, \bar{\mu}_i \) are the anomalous magnetic moments of initial and final baryons; for neutron \( g_{WM} = -3.70/2 M_p \). Certainly, as the ratio \( \sqrt{q^2}/M_p \) is known to be small enough even in the \( \Sigma \)-decay case, accounting for the \( q^2 \)-dependence of the effective form-factors \( g_v, g_A \), as well as retaining the terms with \( g_{WM}, g_{BP} \), when calculating the radiative corrections to the bulk \( \beta \)-decay process caused by \( g_v(0), g_A(0) \) in equation (2), would have provided superfluous corrections to corrections. Furthermore, the baryon mass is thought to be so large that we have the right to neglect the baryon recoil, the final baryon velocity in the rest frame of the initial baryon, and all of the quantities which are multiples of the ratios \( q^2 M_B, \Delta/ M_B, m/M_B, (\Delta = M_i - M_f, \) and \( m \) is electron mass). Thus, in (2), we abandon from outset the weak magnetism and the induced pseudoscalar, and neglect the \( q^2 \)-dependence of \( g_v, g_A \). This does not mean to say the additional corrections due to accounting for the form-factors \( q^2 \)-dependence and the terms with \( g_{WM}, g_{BP} \) in (2) must be conceived as being quite negligible. It is only that the evaluation of those quantities is not our task here. However, when we try to gain the correct values of the quantities \( G_v, g_A \) from experimental data processing, it will be necessary, of course, to take into account side by side with the radiative corrections all the others, as well, these second being comparable with the first for the rest on their own right, especially in the case of \( \Sigma \)-decay because of the large mass difference \( \Delta = M_{\Sigma} - M_A = 80 \) MeV [37].

### 3. TRANSITION AMPLITUDES

The effective interactions (2), (3) are known to give rise to both the real \( \gamma \)-radiation of charged particles involved in \( \beta \)-decaying and virtual photon exchanging between them. The matrix elements of the transition amplitude to be calculated are presented, to the lowest order in electric charge \( e \), by diagrams, as shown in Figs. 1, 2. All of the notations in the figures, being familiar, need not to be explained. The diagram \( a \) in Figs. 1, 2 presents uncorrected bulk \( \beta \)-decay, and \( b \) describes the common \( e^\pm\)-bremsstrahlung. It is worth to take the view of the fact that in the \( \Sigma \)-decay case, incoming and outgoing charged particles interchange a virtual photon, diagram \( d \), Fig. 2, whereas the virtual photon exchange holds in the neutron case between two charged particles in the final state, diagram \( d \), Fig. 1. In so far as the baryon \( \gamma \)-radiation presented by the diagrams \( c \) of the Figs. 1, 2 goes, one need not to take this into account, with baryons masses being suggested to be infinitely large (see discussion in the end of the previous Section 2).

Side by side with the aforesaid \( \gamma \)-radiation which has been treated in many papers, we allow for that caused by the internal structure of the baryon, treated as consisting of the heavy and tough three-quark bag and a pion cloud surrounding it [38]. During \( \beta \)-decaying, the correspondent interactions (3)–(5) carry the \( \gamma \)-radiation from the baryon interior into effect. We account for the \( \gamma \)-radiation of the relatively light particles, pions, coming into picture, but not of the heavy three-quark bag itself. To the lowest order in \( e \), the corresponding graphs of the transition amplitude are displayed in Fig. 3.

The diagrams \( a \) in Fig. 3 render the processes when a charged or neutral virtual pion, having been emitted...
by the initial baryon, undergoes the $\beta$-decay as follows:

$$\pi^\pm \rightarrow \pi^0 + e^\pm + \nu(\bar{\nu}) \quad \pi^0 \rightarrow \pi^{(*)} + e^{(*)} + \nu(\bar{\nu}),$$

and then is reabsorbed by the baryon with producing the final baryon state, a charged pion emitting a photon. The $\beta$-decay of the virtual pion and the photon emission occur in case $b$ simultaneously:

$$\pi^\pm \rightarrow \pi^0 + e^\pm + \nu(\bar{\nu}) + \gamma,$$

$$\pi^0 \rightarrow \pi^{(*)} + e^{(*)} + \nu(\bar{\nu}) + \gamma.$$

In the case presented in the diagram $d$, a virtual charged pion emitted by the initial baryon emits a photon and suffers $\beta$-decay; in case $c$ $\beta$-decay and $\gamma$-radiation occur simultaneously:

$$\pi^\pm \rightarrow e^\pm + \nu(\bar{\nu}) + \gamma.$$

$\gamma$-radiation directly from baryon interior is a subject of great conceptual interest in its own right, irrespective of how much it contributes to the total $\gamma$-radiation accompanying $\beta$-decay.

Now, we shall obtain the values of the matrix elements discussed above.

Renormalization of the outer charged particles states, that is accounting for diagrams $e, f$ in Figs. 1, 2, having been carried out, the uncorrected, zeroth-order in $e$, transition amplitude, presented by diagrams $a$,

$$M^B_0 = \frac{G}{\sqrt{2}} \tilde{u}_e(p_e) \tilde{h}_0^B(p_e) \tilde{U}_B^\dagger(p_f) h_0^B(p_f), \quad (6)$$

$$\tilde{h}_0^B = \left(1 + \gamma^5\right), \quad h_{0\alpha} = \gamma_\alpha \left(g^B_\nu + g^B_\lambda \gamma^5\right), \quad (7)$$

is known to be replaced by (see, for instance [36])

$$\tilde{M}_0^B = M_0^B + M_R^B, \quad M_R^B = M_0^B (Z_{\nu}^{(1)} + Z_{\lambda}^{(1)})/2, \quad (8)$$

$$Z_{\nu}^{(1)} = \frac{\alpha}{2\pi} \left[ \ln(\Lambda/m) + 9/4 + 2 \ln(\lambda/m) \right].$$

In (6), $p_e, p_\nu, p_\lambda, p_f$ are the momenta of the electron, (anti)neutrino, initial and final baryons, respectively, and $u_e, u_\nu, U_B, U_B^\dagger$ indicate their Dirac spinors. The photon mass $\lambda$ is introduced, as usually, to treat the soft (infrared) $\gamma$-radiation. The cut-off parameter $\Lambda$, emerging ad hoc in (8), formally prevents an ultraviolet divergence. The up-to-date genuine treatment [7] of the ultraviolet divergence and the respective $\Lambda$ values are properly discussed later on.

The matrix element presented by diagrams $d$ involving the internal photon line takes the form

$$M_{2\gamma}^B = \pm \frac{i e^2 G}{(2\pi)^4 \sqrt{2}} \int d^4k \tilde{u}_e(p_e) \gamma^\mu \lambda \tilde{u}_\nu(p_\nu) \times \left( \tilde{U}_B^\dagger(p_f) \left(h_0^B \gamma^\mu \lambda U_B(p_f) \right) \right) F_\nu(k). \quad (9)$$

Here, $B = p$ and the “+” sign correspond to the neutron decay case, where $B_i = n$, $B_f = p$, whereas $B = \Sigma$ and the “–” sign correspond to the hyperon one, where $B_i = \Sigma$.
$Bf = \Lambda^0$. The following notations are introduced in (9):

$$F_{Bf}(k) = 1 / [(P^2 - m^2 + i0) \times (Q^2_B - M^2_B + i0)(k^2 - \lambda^2 + i0)]$$

$$\begin{align*}
(h_{1\ell}^{1\mu}) &= \gamma^\mu(\hat{Q}_\rho + M_{\rho})\gamma^\lambda(g^\nu + g^\mu A^\nu), \\
(h_{2\ell}^{1\mu}) &= \gamma^\lambda(g^\nu + g^\mu A^\nu)(\hat{Q}_\mu + M_{\mu})\gamma^\mu,
\end{align*}
$$

(10)

$$\varphi^{1\mu} = \gamma^\mu(\hat{P} + m)\gamma^\lambda(1 + \gamma^5),$$

$$P = p_e - k, \quad Q_p = p_p + k,$$

$$Q_B = p_B - k, \quad \hat{Q} \equiv O_B \gamma^\mu.$$

Obviously, to the first order in $\alpha$, the expression (9) lumps together all of the effects of the electromagnetic interactions between charged particles involved in the $\beta$-decay, the so called “Coulomb corrections” being not separated as against what have been expounded in some papers [41]. Let us emphasize that though the outer baryons are nonrelativistic and even have the negligible velocity, the virtual baryon in the intermediate state in diagrams $d$ must be described by the relativistic propagator

$$G(Q) = \frac{\hat{Q} + M}{Q^2 - M^2 + i0}$$

because integrating over $d^4k$ in (9) involves arbitrarily large values of the virtual photon momentum $k$ and, consequently, of the virtual baryon momentum $Q_B$. If anything, it might be pertinent to point out that if we had replaced the function $G$ (11) by the nonrelativistic value, the calculation of the radiative corrections to the transition amplitudes and, thereafter, to the $\beta$-decay probability would have reduced, for all intents and purposes, to handling their so-called MI parts [26–35] mentioned in Section 1 (see, also, the discussion below, in Section 5).

The total amplitude of the bremsstrahlung is the sum of the amplitudes presented by diagrams $b, c$ in Figs. 1, 2. The contributions of baryon $\gamma$-radiation, diagrams $c$, prove to be negligible because of the large baryon mass (the vanishing baryon velocity), as was asserted above. The transition amplitude corresponding to diagram $b$ in Figs. 1, 2 is

$$M^{b(i)}_{Bf} = \frac{e G}{\sqrt{2}} \epsilon^{(i)}_m$$

$$\times (\tilde{q}_{e}(p_e) \gamma^\mu u_{\nu}(p_{\nu})) (\bar{U}_{Bf}(p_f) U_{Bf}(p_i)),$$

where $\epsilon^{(i)}$ is the photon polarization vector.

Next, what we are to do now is to inquire for the transition amplitudes describing the direct $\gamma$-radiation from baryon interior as being due to the pionic degrees of freedom of a baryon. After the due calculations utilizing equations (4), (5), relativistic pion propagators and nonrelativistic baryon propagators in the intermediate states, we obtain for the amplitude presented by two diagrams $a$ in Fig. 3 together:

$$M^{b(i)}_{Bf} = \frac{e}{(2\pi)^2 (2\pi f_{\pi Bf})^2} \frac{\sqrt{2\pi}}{\sqrt{k}}$$

$$\times \epsilon^{(i)}_m (\tilde{q}_{e}(p_e) \gamma^\mu u_{\nu}(p_{\nu})) \int d^4k_1 k_1^2 u(k_1) u(k_2)$$

$$\times \left[ \frac{1}{(\delta_{j} + k_{10} - i0 E_{j})(\omega_{01} - k_{10} - i0)(\omega_{2} - k_{20} - i0)} - \frac{1}{(\delta_{j} + k_{10} - i0 E_{j})(\omega_{2} - k_{20} - i0)(\omega_{02} - k_{20} - i0)} \right],$$

$$\delta_{j} = E_{j}(p_{j} - E_{j}(p_{f}), \quad \delta_{c} = E_{c}(p_{c} - E_{c}(p_{f})).$$

Here, the indices $i, f$ denote the initial and final sorts of baryons (for neutron decay $i = n, f = p$, and for hyperon decay $i = \Sigma^{\pm}, f = \Lambda^{0}$), $E$ is the baryon energy, $p_f = p_f - k_1$ is the momentum of an intermediate baryon. The following notations were also introduced in (13):

$$k_3 = k_1 + k, \quad k_2 = k_1 + Q,$$

$$\omega_{02}^{2} = k_{2}^{2} + m_{\pi}^{2},$$

where $m_{\pi}, m_{0}$ are the masses of the charged and neutral pion, respectively. $Q = p_{e} + p_{\nu}$ is the sum of electron and neutrino momenta, and $K = Q + k = p_f + p_p + k$. The matrix element corresponding to diagram $b$ in Fig. 3 results as

$$M^{b(i)}_{Bf} = \frac{e G}{\sqrt{2}} \epsilon^{(i)}_m$$

$$\times \epsilon^{(i)}_m (\tilde{q}_{e}(p_e) \gamma^\mu u_{\nu}(p_{\nu})) \int d^4k_1 k_1^2 u(k_1) u(k_2)$$

$$\times \left[ \frac{1}{(\delta_{j} + k_{10} - i0 E_{j})(\omega_{01} - k_{10} - i0)(\omega_{2} - k_{20} - i0)} - \frac{1}{(\delta_{j} + k_{10} - i0 E_{j})(\omega_{2} - k_{20} - i0)(\omega_{02} - k_{20} - i0)} \right],$$

the notations being the same as in (13).

The sum of the matrix elements presented by dia-
grams c and d in Fig. 3 appears to be

\[ M_{\text{tot}}^{(0)} = \frac{e \sqrt{2 \pi u(|K|)(\overline{U}_{B_f}(p_f)\sigma K U_{B_i}(p_i))}}{\sqrt{k}} \left( K^2 - m^2 \right) \]

\[ \times \left[ \epsilon^{(0)}_l \bar{u}_e(p_e) \bar{A}_m u_\nu(p_\nu) \right] \]

\[ + \frac{\epsilon^{(1)}_l (2 Q'' + k'' + m^2)}{Q^2 - m^2} \left( Q'^2 + \bar{u}_e(p_e) \bar{A}_m u_\nu(p_\nu) \right) \]  

(15)

After all, lumping all of the terms of (6)–(15) together we are left with the corrected transition amplitude accounting for electromagnetic interactions to the lowest order in electric charge e:

\[ M_{\text{tot}}^{(0)} = M_0^B + M_{1\gamma}^{(0)} + M_{2\gamma}^{(0)} + M_2^B, \]

where

\[ M_2^B = M_0^B + M_{2\gamma}^B \]

is proportional to e^2, whereas \( M_{1\gamma}^{(0)} \) and

\[ M_{2\gamma}^{(0)} = M_{2\gamma}^{(0)} + M_{2\gamma}^{(0)} + M_{nc\gamma}^{(0)} \]

are linear in e.

The physical nature of the phenomenon described by the amplitude (18) being different from that described by (8)–(12), the main features of (18) are also by the amplitude (18) being different from that de-

\[ \left| M_{\text{tot}}^{(0)} \right|^2 = \left| M_0^B \right|^2 + \left| M_{1\gamma}^{(0)} + M_{2\gamma}^{(0)} + M_2^B \right|^2, \]

which reduces in the first α-order to

\[ \left| M_{\text{tot}}^{(0)} \right|^2 = \left| M_0^B \right|^2 + \left| M_{1\gamma}^{(0)} \right|^2 + \left| M_{2\gamma}^{(0)} + M_2^B \right|^2. \]

(20)

Allowing for the polarizations of the various particles involved in the process considered, we rewrite, as usually (see, for instance [36]), the terms incorporated in (20), making use of the polarization matrices \( \rho_e, \rho_\nu, \rho_{B_f}, \rho_{B_i} \) of the electron, neutrino, and the initial and final baryons, respectively. The value of the first term in (20) is, of course, well known,

\[ \left| M_0^{(0)} \right|^2 = \frac{g}{\alpha} \left| \phi_{\gamma} \right|^2 \]

and to gain the value of

\[ \left| M_{1\gamma}^{(0)} \right|^2 = \frac{g}{\alpha} \left| \phi_{\gamma} \right|^2 \]

in (20) is straightforward according to equation (8).

The quantities \( h_0^{Ba}, l_{0a} \) are defined in (6), (7), (8), and, as usual, \( \phi_{\gamma} \equiv \gamma^0 \gamma^\mu \gamma^\nu. \)

The fourth term in (20) is

\[ \left| M_{1\gamma}^{(0)} \right|^2 = \frac{\alpha G^2}{2} \epsilon^{(0)}_l \epsilon^{(1)*}_l \]

\[ \times \left| \phi_{\gamma} \right|^2 \left| \phi_{\gamma} \right|^2 \]

(23)

where \( \phi_{\gamma} \) is defined by (10). With equations (9), (10) being accounted for, the sum of the last two terms in (20) can be presented in the following form

\[ \left( M_2^{(0)} \right)_f \equiv \left( M_0^B M_{2\gamma}^B M_2^B \right)_f \]

\[ = \frac{\alpha G^2}{2} \frac{i}{(2\pi)^3} \int dk f(k) \left[ \tau_{\delta}^{BA} S_{\mu,\alpha} + \left( \tau_{\delta}^{BA} S_{\mu,\alpha} \right)^* \right], \]

(24)

\[ \tau_{\delta}^{BA} = \text{tr} \left\{ \rho_{B_f}(h_0^{Ba} \rho_{B_i} h_0^{B\beta}) \right\} \text{tr} \left\{ \rho_e \delta^{\mu\alpha} \rho_{\nu} \delta^{\nu\beta} \right\}, \]

(25)

As explained above, we study the decay of the polarized baryon at rest, the velocity of the final baryon being considered as negligible. In this work, we inquire into total decay probability, the γ-radiation and electron spectra, and electron angular distribution with respect to the initial baryon polarization vector \( \xi \), that is the correlation between the vector \( \xi \) and the electron velocity \( v \). All of the other correlations between the particles involved in the β-decay and their polarizations, as well as the neutrino and final baryon spectra, are unobservable. Consequently, the aforesaid polarization matri-
ces, (21)–(24), are given as follows:

\[
\rho_{Bf} = M_{Bf} \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad \rho_{Bi} = M_{Bi}(1 + \sigma \cdot \xi) \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix},
\]

\[
\rho_e = (\hat{\rho}_e + m)/2, \quad \rho_\nu = \hat{\rho}_\nu.
\]

(26)

and we evaluate the $\beta$-decay probability integrated over the final baryon and (anti)neutrino momenta, and over the photon emission directions, and summarized over the polarizations of all of the final particles.

As a matter of course, the quantity $|M_0|^2$ in (20) is well known to provide the uncorrected bulk baryon $\beta$-decay probability with the energy-momentum ($\varepsilon$, $p$),

\[
dW^0 = dw[w_0^0 + (\varepsilon \cdot \xi)w_\xi^0],
\]

where the following notations are introduced:

\[
dw = \frac{G^2}{2\pi^2}p\omega_0 d\varepsilon \frac{dn}{4\pi}, \quad n = \frac{p}{\varepsilon}, \quad \varepsilon = \frac{p}{\varepsilon},
\]

\[
\omega_\varepsilon = \Delta^B - \varepsilon, \quad \Delta^B = M_{Bi} - M_{Bf},
\]

\[
w_0^0 = (g_y^\xi)^2 + 3(g_A^\xi)^2, \quad w_\xi^0 = 2g_0^B(g_y^\xi - g_A^\xi).
\]

The probability of $\gamma$-radiation, accompanying the $\beta$-decay, with an absolute value of the momentum $k = |k|$ proves to be

\[
dW^\gamma_{\xi\gamma}(\varepsilon, p, k; \lambda) = dW^\gamma_{\xi\gamma}(\varepsilon, p, k; \lambda)
\]

\[+ \varepsilon \cdot \xi dW^\gamma_{\xi\gamma}(\varepsilon, p, k; \lambda)
\]

\[= dwdk[W^\gamma_{\xi\gamma}(\varepsilon, p, k; \lambda) + \varepsilon \cdot \xi W^\gamma_{\xi\gamma}(\varepsilon, p, k; \lambda)],
\]

where

\[
W^\gamma_{\xi\gamma} = w_0^0 \frac{2\alpha}{\pi} \left\{ \frac{1}{\varepsilon} [\mathcal{L}(p) + \frac{k}{2\varepsilon}(\mathcal{L}(p) + 1)] \frac{\omega_\varepsilon}{\omega_\varepsilon} + \frac{k - 2\omega_\varepsilon}{\omega_\varepsilon} \mathcal{R}(p) + \mathcal{R}(k) \right\},
\]

\[
W^\gamma_{\xi\gamma} = w_\xi^0 \frac{2\alpha}{\pi} \left\{ \frac{1}{\varepsilon \nu} \left[ 1 + \frac{k}{2\varepsilon} \frac{\omega_\varepsilon}{\omega_\varepsilon} + \frac{k - 2\omega_\varepsilon}{\omega_\varepsilon} \right] + \mathcal{R}(k) \right\},
\]

\[
\mathcal{R}(k) = \frac{1}{2k\nu} \ln \frac{\sqrt{\lambda^2 + k^2} + \nu k}{\sqrt{\lambda^2 + k^2} - \nu k} + \frac{1}{\sqrt{\lambda^2 + k^2}}.
\]

(31)

(30)

which were handled long before in [1–4]. They proved to be success in describing the experimental data of the nuclei radiative $\beta$-decay as far as $\gamma$-radiation beyond the infrared domain is concerned. The possibility of observing such photons in neutron $\beta$-decay was discussed recently in [42]. As we shall become convinced after due calculations, the main modifications of the total decay probability, and of the electron energy and angular distributions prove to be caused by soft (infrared) $\gamma$-radiation, $k \rightarrow 0$, whereas the influence of emitting the aforesaid “high energy” photons appears to be too small.

The contribution to the decay probability caused by (24) can be set as:

\[
dW^B_{2\gamma}(\varepsilon, p; \lambda, \Lambda) = dW_W^B_{2\gamma}(\varepsilon, p; \lambda, \Lambda)
\]

\[+ dW^B_{2\gamma}C^B_{02\gamma}(\varepsilon, p; \lambda) + C^B_{02\gamma}(\varepsilon, p; \Lambda),
\]

where

\[
\int d^4k F_B(k) k_a^m k_b^m, \quad (n, m = 0, 1),
\]

(36)

where the function $F_B$ is defined in (9), (10). In the course of treating these integrals, we utilize the validity of the relations $\Delta M_B \rightarrow 0$, $(\Delta M_B)\ln(\Delta M_B) \rightarrow 0$ which simplifies the calculations, as all of the integrals (36), but those set out below, vanish thereby. Subsequently,

\[
I^B = 2M_B \int d^4k F_B(k) \approx i\pi^2 \frac{1}{\nu \varepsilon} \left[ \ln(x) \ln \left( \frac{\lambda}{m} \right) - \hat{\mathcal{F}}_B \right],
\]
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\[ j_B = \frac{1}{4} \left( \ln(x) \right)^2 - F(x-1) + \pi^2 \left( \frac{\nu}{2} \right) \delta_B, \quad x = \frac{1 - \nu}{1 + \nu}, \]

\[ \tilde{\nu} = \sqrt{\nu^2 + [(\Delta - \nu - k)^2 + k^2]/M_B^2}, \]

\[ 2M_B \int d^4k \alpha F_B(k) = p_a I_1 + \delta_{a0} I_{10}^B, \]

\[ I_1 = -i\pi^2 \frac{1}{v \epsilon^2} \ln(x), \]

\[ I_{10}^B = i\pi^2 \left( -2 \ln(m/M_B) + \frac{1}{\nu} \ln(x) \right), \]

\[ 2M_B \int d^4k F_B k \alpha k_B = -g^{a\beta}(I_2^B - \delta_{0\alpha} I_{20}), \]

\[ I_2^B = -\frac{i\pi^2}{4} \left( 3/2 + 2 \ln(\Lambda/M_B) \right), \]

\[ I_{20} = \frac{i\pi^2}{2}, \]

\[ B_B^2(\epsilon, p; \lambda) = \frac{i\alpha}{2\pi^3} \left[ (2I_2 - I_1) - I_{10}^B \right], \]

\[ C_{02}(\epsilon, p; \Lambda) = \frac{i\alpha}{2\pi^3} \left[ -I_1 \epsilon \nu^2 [(g_{vB}^2) + 3(g_{AB}^2)] ight. \]

\[ + 2I_2[(5g_{vB}^2) + 12g_{vB}\epsilon A + 15(g_{AB}^2)] \]

\[ - 2I_{20}[2(g_{vB}^2) + 3g_{vB}\epsilon A + 3(g_{AB}^2)], \]

\[ C_{02}(\epsilon, p; \Lambda) = \frac{i\alpha}{2\pi^3} \left[ -I_1 \epsilon \nu^2 [(g_{vB}^2) + 3(g_{AB}^2)] ight. \]

\[ + 2I_2[(5g_{vB}^2) + 12g_{vB}\epsilon A + 15(g_{AB}^2)] \]

\[ - 2I_{20}[2(g_{vB}^2) + 3g_{vB}\epsilon A + 3(g_{AB}^2)], \]

\[ C_{02}(\epsilon, p; \Lambda) = \frac{i\alpha}{2\pi^3} \left[ -I_1 \epsilon \nu^2 [(g_{vB}^2) + 3(g_{AB}^2)] ight. \]

\[ + 2I_2[(5g_{vB}^2) + 12g_{vB}\epsilon A + 15(g_{AB}^2)] \]

\[ - 2I_{20}[2(g_{vB}^2) + 3g_{vB}\epsilon A + 3(g_{AB}^2)], \]

\[ C_{02}(\epsilon, p; \Lambda) = \frac{i\alpha}{2\pi^3} \left[ -I_1 \epsilon \nu^2 [(g_{vB}^2) + 3(g_{AB}^2)] ight. \]

\[ + 2I_2[(5g_{vB}^2) + 12g_{vB}\epsilon A + 15(g_{AB}^2)] \]

\[ - 2I_{20}[2(g_{vB}^2) + 3g_{vB}\epsilon A + 3(g_{AB}^2)], \]

Here, the Spens-function [43] is

\[ F(z) = \int_0^z dt / t \ln(1 + t). \]

The cut-off parameter \( \Lambda \) emerging in equations (35) via the integral \( I_2^B \) from (37) prevents the ultraviolet divergence in much the same way as above in (8).

The contributions from the first three terms in (20), if combined, result in

\[ dW_B^B(\epsilon, p; \lambda, \Lambda) = dW_0 W_B^B(\epsilon, p; \lambda, \Lambda), \]

\[ W_B^B = 1 - \frac{\alpha}{2\pi} \left[ 2 \ln(\Lambda/M_B^B) \right. \]

\[ + 4 \ln(\Lambda/m) + 9/2 - \ln(M_B/m) \].

The sum of (24) and (38),

\[ dW_B^B(\epsilon, p; \lambda, \Lambda) = dW_2^B(\epsilon, p; \lambda, \Lambda), \]

\[ = dW_0 + dW_B^B(\epsilon, p; \lambda, \Lambda), \]

gives the \( \beta \)-decay probability with the \( e^\pm \) energy-momentum \((\epsilon, p)\), accounting for the electromagnetic corrections to the \( \alpha \)-order due to the virtual photons. It is pertinent to rewrite the sum (39) as follows:

\[ dW_B^B(\epsilon, p; \lambda, \Lambda) = dW_0 + dW_B^B(\epsilon, p; \lambda, \Lambda), \]

\[ + dW(\epsilon, p; \lambda, \Lambda), \]

where

\[ B^B = \frac{2\alpha}{\pi} \left[ F_B \ln(\frac{\Lambda}{M_B^B}) + \frac{F_B \epsilon}{2\nu} + \frac{1}{4} \left( 3 \ln(\frac{M_B}{m}) - \frac{9}{2} \right) \right], \]

\[ C_{02}(\epsilon, p; \Lambda) = \frac{\alpha}{2\pi^3} \left[ 2 \ln(\frac{\epsilon + p}{m}) \nu((g_{vB}^2) + 3(g_{AB}^2)) \right. \]

\[ + \frac{33(g_{vB}^2)}{4} + 6g_{vB}g_{AB} + \frac{7(g_{AB}^2)}{4} \]

\[ + \ln(\frac{\Lambda}{M_B^B}) (3(g_{vB}^2) + 12g_{vB}g_{AB} + 9(g_{AB}^2)) \],

\[ C_{02}(\epsilon, p; \Lambda) = \frac{\alpha}{2\pi^3} \left[ 2 \ln(\frac{\epsilon + p}{m}) \nu((g_{vB}^2) + 3(g_{AB}^2)) \right. \]

\[ + \frac{33(g_{vB}^2)}{4} + 6g_{vB}g_{AB} + \frac{7(g_{AB}^2)}{4} \]

\[ + \ln(\frac{\Lambda}{M_B^B}) (3(g_{vB}^2) + 12g_{vB}g_{AB} + 9(g_{AB}^2)) \],

\[ C_{02}(\epsilon, p; \Lambda) = \frac{\alpha}{2\pi^3} \left[ 2 \ln(\frac{\epsilon + p}{m}) \nu((g_{vB}^2) + 3(g_{AB}^2)) \right. \]

\[ + \frac{33(g_{vB}^2)}{4} + 6g_{vB}g_{AB} + \frac{7(g_{AB}^2)}{4} \]

\[ + \ln(\frac{\Lambda}{M_B^B}) (3(g_{vB}^2) + 12g_{vB}g_{AB} + 9(g_{AB}^2)) \].

The quantity \( B^B \) in (40), (41) apparently does depend on the artificially introduced “photon mass” \( \lambda \) to prevent the infrared divergence of equation (39). To eliminate this dependence, the probability of \( \gamma \)-radiation (29) of momenta \( k \) less than some given value \( k_m \), \( k \leq k_m \leq \Delta^B - \epsilon \),

\[ \int dW_B^B(\epsilon, p; k; \lambda) = dW_B^B(\epsilon, p; k; \lambda), \]

is known to be added to (39), and, after all, we treat, in
The expressions (29)–(31), (35), (37)–(41), (44), and (45) having been substituted into (43), the probability of the \(\beta\)-decay with the \(e^\pm\) energy-momentum \((\varepsilon, \mathbf{p})\), accompanied by the \(\gamma\)-radiation of energies \(k\) less than some given value \(k_m\), \(k \leq k_m \leq \Delta - \varepsilon\), takes the form

\[
dW^B\varepsilon, p; \Lambda = dW^{B0}\varepsilon, p\{1 + \beta_0\varepsilon, p; k, j\}
\]

\[
+ dW\left[w_0^{B0}\tilde{C}_0\varepsilon, p, k_m\right] + \mathbf{v} \cdot (\tilde{C}_0^{B0}\varepsilon, p, k_m)
\]

\[
+ C_0\varepsilon, p; \Lambda, g_1^B, \lambda_1^B + \mathbf{v} \cdot (\tilde{C}_0^{B}\varepsilon, p; \Lambda, g_1^B, \lambda_1^B)
\]

where

\[
\beta_0 = \frac{2\alpha_2}{\pi} \ln\left(\frac{2k_m}{\lambda}\right)
\]

\[
\tilde{C}_0 = \tilde{C}_0^0, \quad \tilde{C}_e = \tilde{C}_e^0, \quad \tilde{C}_H = \tilde{C}_H^0,
\]

all the other quantities herein having been specified above.

The cut-off parameter \(\Lambda\) emerges in these expressions to formally preclude the divergences occurring in various integration over the virtual photon four-momentum \(d^4k\).

In the early works [9, 27], the cut-off mass \(\Lambda\) was adapted to be of the nucleon mass order, \(\Lambda = M_N\). Under the assumption that weak interactions are mediated by heavy vector bosons [44], the mass of these mesons provided the effective cut-off \(\Lambda = M_V \gg M_N\).

Here, it is instructive to take cognizance of the fact that if the relation \(g^\mu = -g_A\) had been valid, the parameter \(\Lambda\) would have disappeared from the eventual result (46), likewise in the case of \(\mu\)-meson decay [45], in perfect agreement with the general assertion of [46].

Nowadays, after advent of the profound Sirlin’s works [7], carried out in the framework of the \(SU(2)_L \times U(1)\) gauge model [8], we get two rather different recipes for treating the ultraviolet divergence in the course of calculating the radiative corrections. Working in the framework of the effective lagrangian (2), we are not on the point to discuss obtaining the results of [7]. We just take for granted these results and only recall that, first (according to [7]), if the simplest model of \(SU(2)_L \times U(1)\) symmetry breaking via the single Higgs isospinor is used, the mass \(M_Z\) will be substituted for the cut-off \(\Lambda\), and, secondly, in the case of arbitrary symmetry breaking (via, for example, several Higgs multiplets) the mass \(M_W\) is substituted for \(\Lambda\). In addition, the weak coupling constant \(G\) would be replaced by the corrected one,

\[
G_{cor} = G\left[1 - \frac{\alpha_2}{\pi} \ln\left(\cos \theta_W\right)\right],
\]

but the correction to \(G\) amounts to no more than a few hundredths of a percent (≈0.01%). Our numerical calculations in Section 5 show the dependence of the total radiative corrections on the \(\Lambda\)-value to be not negligible.

The radiative \(\beta\)-decay probability presented by (43), (46) as the sum of the \(\beta\)-decay probability (39) including virtual photons only, but no real \(\gamma\)-radiation, and the probability of one photon emission (42), turns out to be divergent logarithmically when the boundary photon energy \(k_m\) in equations (46), (47) tends to zero, \(k_m \to 0\), or (and) when the emitted electron energy \(\varepsilon\) increases infinitely, \(\varepsilon \to \infty\), \(\varepsilon \to 1\). This manifests the well-known fact that the familiar perturbation theory in \(\alpha\) is
not applicable to treat the infrared (soft) bremsstrahlung, and the bremsstrahlung of an ultra-relativistic electron (double-logarithmic asymptotic) (see [5, 6, 36, 47]). To comprehend the $\beta$-decay consistently accounting for electromagnetic interactions, we are drawn into considering the processes to arbitrary high order in $\alpha$, with infinite numbers of both real and virtual photons which are displayed by the diagrams with infinite numbers of internal and external photon lines in addition to those given in Figs. 1, 2, the final state being specified by fixing the summary total $\gamma$-radiation energy as less than the given value $k_m$. Thoroughly pursuing the general treatment of the infrared divergence phenomena step by step, as perfectly worked out in [39], we express the arbitrarily high $\alpha$-order infrared contributions to the transition amplitudes and, consequently, to the decay probability through the first order in $\alpha$ quantities $B, \bar{B}, \bar{B}, C_0, C_\xi, \tilde{C}_0, \tilde{C}_\xi$ (39)–(47). All of the contributions having been summarized, we arrive, instead of equation (46), at the eventual complete result

$$dW^B(\varepsilon, \mathbf{p}, k_m; \Lambda) = d\mathbf{w}W^B(\varepsilon, k_m; \Lambda),$$

$$W^B_0 = e^{\bar{B}(\varepsilon, k_m)} \left[(g_V^2 + 3(g_A^2)\right] \times (1 + C_0(\varepsilon, \mathbf{p}, k_m)) + C_0(\Lambda, g_V, g_A; \varepsilon, \mathbf{p})], \quad \text{(49)}$$

$$W^B_0 = e^{\bar{B}(\varepsilon, k_m)} \left[2g_A(g_V - g_A)\right] \times (1 + \tilde{C}_\xi(\varepsilon, \mathbf{p}, k_m)) + C_\xi(\Lambda, g_V, g_A; \varepsilon, \mathbf{p})],$$

$$d\mathbf{w} = \frac{G}{2\pi} \varepsilon p(\Delta - \varepsilon)^2 d\varepsilon d\mathbf{n}/4\pi, \quad \mathbf{n} = \mathbf{p}/p, \quad \mathbf{v} = \mathbf{p}/\varepsilon,$$

where the infrared contributions arising from both real and virtual photons are explicitly factored out in exponential form. The exponent, emerging in (49) with the quantity $\bar{B}$ from equation (47), governs the true infrared behavior of equation (49): $W^B_{0,\xi} \longrightarrow 0$, when the boundary $\gamma$-radiation energy $k_m \longrightarrow 0$. This means, in accordance with the general theory [6, 36, 47], that there is no $\beta$-decay without the infrared $\gamma$-radiation. For now, we can deal with $\beta$-decay accompanied by $\gamma$-radiation of arbitrary small energy.

Thus, we have acquired the baryon $\beta$-decay probability (49) with the $e^2$ energy-momentum ($\varepsilon, \mathbf{p}$) accompanied by $\gamma$-radiation of the summary total energy $k$ less than some given value $k_m$, $k \leq k_m$, the number of photons and the directions of their emissions being not fixed. Certainly, the $k_m$ value cannot exceed $\Delta - \varepsilon$. Having obtained the general result (49), we are able to calculate the total $\beta$-decay probability, the electron energy and angular distributions, and the $\gamma$-radiation spectrum and yield, which is what we turn to now.

5. THE TOTAL $\beta$-DECAY PROBABILITY AND ELECTRON ENERGY-MOMENTUM DISTRIBUTION

Before to discuss the numerical results obtained according to equation (49), we are to visualize some features of this. Let us note that the functions (40), (41), $C_0(\Lambda, g_V, g_A; \varepsilon, \mathbf{p}), C_\xi(\Lambda, g_V, g_A; \varepsilon, \mathbf{p})$ do incorporate the cut-off $\Lambda$ and quantities $g_V, g_A$, whereas $\tilde{C}_0(\varepsilon, \mathbf{p}, k_m), \tilde{C}_\xi(\varepsilon, \mathbf{p}, k_m), \bar{B}(\varepsilon, k_m)$ do not. Thus, our final expression (49) is seen to involve, firstly, the part which shows the same familiar dependence on $g_V, g_A$ as the uncorrected bulk $\beta$-decay probability (27) does, and, secondly, the part which appears to depend on $g_V, g_A$ via the functions $C_0(\Lambda, g_V, g_A; \varepsilon, \mathbf{p}), C_\xi(\Lambda, g_V, g_A; \varepsilon, \mathbf{p})$, (40), (11) in much more complicated way, as compared to equation (27). This result appears immediately from the straightforward calculations of (37), (36), (24) and (8), (7), (38) which, in turn, are due to the diagrams $d, e, f$ in Figs. 1, 2 with internal photon lines. If the quantities $C_0(\Lambda, g_V, g_A; \varepsilon, \mathbf{p}), C_\xi(\Lambda, g_V, g_A; \varepsilon, \mathbf{p})$ in (49) had been omitted and the exponent replaced by $\exp(\bar{B}) = 1 + \bar{B}$, our result (49) would have been reduced to one, corresponding at $k_m = \Delta - \varepsilon$, to all intents and purposes, to the so-called MI part of the radiative corrections invented in [26] and applied to calculate the modifications of the electron spectrum and total decay probability [26, 31], and then to the electron angular distribution modification as well [28–39, 32]. According to the key assertion of this approach, the remainder of the radiative corrections after the MI part is removed, the MD part, might affect, at most, the magnitudes of $g_V, g_A$ only, these quantities being replaced by primed ones, $g_V^\prime, g_A^\prime \longrightarrow g_V^\prime, g_A^\prime$.

Some improvements of the original method of [26] seem to be managed in [33, 34], where the well-known renormalizations (8) and, consequently, the contribution of the (38) in decay probability were accounted for, but the contributions to $C_0(\Lambda, g_V, g_A; \varepsilon, \mathbf{p}), C_\xi(\Lambda, g_V, g_A; \varepsilon, \mathbf{p})$ in equation (49) originating from equations (24), (35), (37) were still neglected. The main general feature of this approach [26–35] as a whole is that the corrected transition amplitude (9) $M^\prime_{\gamma}$ is thought to be a multiple of uncorrected one $M^0_{\gamma}$ (6), and, consequently, the quantities $W^0, W^B_0, W^B_0, W^\xi_0$ (49) are multiples of $W^0_0$, $W^0_\xi$ (27), which is obviously not our case. Handy as this very treatment is, we decided to refrain from it and pursue calculating set forth along the work presented, according to our lights. If anything, it is pertinent to recall that the authors of [30, 33, 34] themselves were in-
clined to regard the separation of the MD and MI parts and practically handling the MI parts only as being rather untenable, and so do we.

We would like to mention that, unlike what was adapted in some papers [26, 35, 41] until a little while ago, our calculations lump together all of the radiative corrections, without dividing them into the “Coulomb,” “inner,” “outer.” Let us also note the $|B|$ value enhancement and, consequently, the increase of the deviation of $\exp(B)$ from $(1 + B)$, as being due to both tiny small $k_m \to 0$ and (or) sufficiently large electron energy $\varepsilon \gg m$, which may be case in hyperons decay, where $\varepsilon \sim 100 \text{ MeV} \gg m$ at the end point of electron spectrum.

Substituting the maximum $k_m$ value at the given electron energy $\varepsilon$, $k_{m(\text{max})} = \Delta^B - \varepsilon$, in the equation (49), we arrive at the $\bar{\beta}$-decay probability with the electron energy-momentum $(\varepsilon, p)$, including the $\gamma$-radiation of all energies compatible to the given $\varepsilon$ value. The deviations of the functions, $W_0^B(\varepsilon, p)$, $W_\xi^B(\varepsilon, p)$ in (49) from the $w_0^B(\varepsilon, p)$, $w_\xi^B(\varepsilon, p)$ in (27) render the distinction between the corrected electron energy-momentum distribution accounting for electromagnetic interactions and the uncorrected one. The modification of the electron spectrum integrated over the electron emission directions $d\Omega$ is naturally reflected by the quantity

$$W_0^B(\varepsilon, k_m = \Delta^B - \varepsilon) = S_0^B(\varepsilon),$$

whereas the quantity

$$W_\xi^B(\varepsilon, k_m = \Delta^B - \varepsilon) = S_\xi^B(\varepsilon)$$

is pertinent to characterize the modification of the energy dependence of the electron angular distribution. These $S_0^B, S_\xi^B$ are presented in Fig. 4 by solid and short-dashed lines, respectively, as functions of the electron kinetic energy $E = \varepsilon - m$ for neutron decay, the upper picture, and $\Sigma^-$-decay, the lower one. Both functions $S_0^B, S_\xi^B$ culminate at the beginning and the end of the electron spectrum, that is, at $E = 0$ and $E = \Delta^B - m$, their mean values being $\Delta_0^B \approx 0.08, \Delta_\xi^B \approx 0.06$ for neutron decay and $\Delta_0^\Sigma^- \approx \Delta_\xi^\Sigma^- \approx 0.007$ for $\Sigma^-$ decay. The numerical results in the Figs. 4–6 are obtained for $\Lambda = M_W$. The $S_0^B, S_\xi^B$ enhancement at $\varepsilon \to m, k_m \to \Delta^B - m$ as is a matter of course, due to the increasing quota of the $\gamma$-radiation energy in the total energy release $\Delta^B$. As seen, the corrected decay probability exceeds the uncorrected one along all the electron energies $E$, except for limiting case $E \to \Delta^B - m, \varepsilon \to \Delta^B, k_m \to 0$, where $W_0^B \to 0, W_\xi^B \to 0$, due to $\exp(B) \to 0$, and we arrive at $S_0, S_\xi \to -1$. This behavior may be substantial in treating the phenomena, where just such a limiting electron energy turns out to be of crucial importance.

The uncorrected asymmetry factor of the electron angular distribution $A_0^B$ is replaced by corrected one $A_0^B(\varepsilon, k_m = \Delta^B - \varepsilon)$ accounting for the radiative corrections,

$$A_0^B = \frac{2g^B_\Lambda (g^B_V - g^B_A)}{(g^B_V)^2 + 3(g^B_A)^2}$$

which is presented in Fig. 4 by long-dashed lines for the neutron and $\Sigma^-$-hyperon decays as functions of electron kinetic energy $E = \varepsilon - m$. For the sake of simplicity, we have dropped the superscripts “$B$” from the quantities in the pictures.

The quantities $S_0^B$, $S_\xi^B$, $A^B$ (see text), for neutron and $\Sigma^-$-hyperon decays as functions of electron kinetic energy $E = \varepsilon - m$. For the sake of simplicity, we have dropped the superscripts “$B$” from the quantities in the pictures.
certainly, this fact is of the great importance for acquiring \( g_\nu^B \), \( g_\Delta^B \) from experimental data (see [14, 16, 22]).

Next, we inquire into the \( \beta \)-decay probability integrated over the electron energy-momentum. Having at our disposal equation (49), we treat the quantity

\[
\left( \Delta^B - k_m \right) \int_m^\infty d\epsilon W_\Delta^B (\epsilon, k_m) + \Delta^B \int_k^\infty d\epsilon W_\Delta^B (\epsilon, \Delta^B - \epsilon) \int_{\Delta^B - k_m}^{\Delta^B} d\epsilon W_0^B (\epsilon, k_m)
\]

\[
-1 = P_0^B (k_m),
\]

which determines the relative probability of the \( \gamma \)-radiation of the energies \( |\epsilon| \) less than the given \( k_m \) value, \( |\epsilon| \leq k_m \), \( 0 \leq k_m \leq \Delta^B - m \). The function \( P_0^B (k_m) \) is plotted in Fig. 5 by solid lines for neutron and \( \Sigma^- \)-decay in the upper and lower parts of the figure, respectively. For the \( \gamma \)-radiation of the energies \( k \leq k_m \) we also displayed in Fig. 5 (short-dashed lines) the relative probability of the electron emission under the angle \( \theta \) (\( \cos \theta = \xi \nu / |\xi| \)) to the polarization vector \( \xi \) of the initial baryon,

\[
\left( \Delta^\nu - k_n \right) \int_m^\infty d\epsilon W_{\Delta^\nu}^\nu (\epsilon, k_m) + \Delta^\nu \int_k^\infty d\epsilon W_{\Delta^\nu}^\nu (\epsilon, \Delta^\nu - \epsilon) \int_{\Delta^\nu - k_n}^{\Delta^\nu} d\epsilon W_0^\nu (\epsilon, k_m)
\]

\[
-1 = P_0^\nu (k_m).
\]

As one can see, both functions (53), (54) show the very steep growth with \( k_m \) at the extremely small \( k_m \), within the infrared domain, being varied rather negligibly beyond that: for instance, in the neutron decay case \( P^\nu (k_m = 0) \approx 0 \), whereas \( P^\nu (k_m \approx 10^{-2} \text{MeV}) \approx P^\nu (k_m = \Delta^\nu - m) \). Thus, the radiative corrections to the \( \beta \)-decay prove to reach saturation at \( k_m \ll \Delta^\nu - m \), or, approximately, in the infrared domain. So, we infer from this Fig. 5, as well as from the previous one, that, in actual
The modifications of the total $\beta$-decay probability $\delta W$ and asymmetry factor of the $e^2$ angular distribution $\delta A$ for neutron ($n$) and $\Sigma^+$-hyperon cases at various values of the ultraviolet cut-off $\Lambda$, $M_W$, $M_Z$, $M_N$ denoting $W$-, $Z$-bosons and nucleon masses, respectively.

<table>
<thead>
<tr>
<th>$\Lambda$</th>
<th>$n$</th>
<th>$\Sigma^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$M_W$</td>
<td>$M_Z$</td>
</tr>
<tr>
<td>$\delta W$, %</td>
<td>7.94</td>
<td>8.05</td>
</tr>
<tr>
<td>$\delta A$, %</td>
<td>-1.86</td>
<td>-1.91</td>
</tr>
</tbody>
</table>

The relative differential probability of $\gamma$-radiation is obtained simply by differentiating the aforesaid function $P_{\alpha}^B(k)$ (53) with respect to its argument $k$:

$$\frac{dP_{\alpha}^B(k)}{dk} = \frac{1}{\delta^B} \int_{m} dW_{\alpha}^B(\varepsilon, p, k = \Delta^B - \varepsilon)$$

This quantity is presented in Fig. 6 by solid lines, the domain of the extremely small $k$ values, $k \rightarrow 0$, set out thoroughly in Fig. 5, escaping our attention here in Fig. 6. The short-dashed lines render the calculation of the same quantity, but merely in the framework of the familiar perturbation theory in $\alpha$ [1–4, 42], that is ac-
cording equation (33):
\[ \frac{dW^0_\gamma(k)}{dk} = \frac{1}{\Delta'} \int m dW^0_\omega(e, p, k) \]  \hspace{1cm} (57)

descending from equations (49), (53), (56) when \( \mathcal{B} \ll 1 \), \( \exp(\mathcal{B}) \approx \frac{1}{1 + \mathcal{B}} \). In Fig. 6, beyond infrared asymptotic onset, the distinction between the solid and short-dashed curves is virtually invisible for the neutron decay, whereas the difference between these curves, dashed curves is virtually invisible for the neutron decay, whereas the difference between these curves, which are known to be substantial to comprehend \( \beta \)-decay. The actual deviation from, the appearance of the amplitudes \( g_{\text{IP}}, g_{\text{SM}} \), and the dependence of all the form-factors involved in the process on momentum transfer are thought to be due to the pion degrees of freedom. Certainly, these virtual pions give rise to the real \( \gamma \)-radiation in \( \beta \)-decaying as well, which we have been treating in this work. We are to inquire for the desirable \( \gamma \)-radiation spectrum, using the amplitudes (13)–(15). As before, we evaluate the \( \beta \)-decay probability, integrated over the final baryon and (anti)neutrino momenta as well as photon and electron emission directions, and summarized over the polarizations of all final particles, the equation (26) being put to use. In the course of calculating, the ratios
\[ \frac{(m_{\pi^\pm} - m_{\pi^0})}{m_{\pi^0}} \], \[ \frac{m_e}{m_{\pi^0}} \], \[ \frac{\Delta^B}{M_B} \], \[ \frac{|Q|}{M_B} \], \[ \frac{k}{M_B} \]

(see the definitions following (13)) occur which obviously are small. We simplify the calculations, retaining only the terms linear in these ratios. Also, we replace in equation (15) the quantity \( |\hat{K}| \) by its value averaged over angles between \( p_\gamma, p_\nu, k \), namely \( |\hat{K}| \rightarrow |\hat{K}|^2 = \omega_k^2 + p_e^2 + k^2 \). After a good deal of tedious work, we are left with the electron and photon distributions accounting for the processes presented in Fig. 3 by diagrams \( a \) plus \( b \),
\[ W_{\gamma}^{(ab)}(k, e)d\epsilon dk = \frac{\alpha p_k \omega_{\gamma} G^2}{\pi} \int_{B/Bn} 18 \\
\times 128 \left[ \frac{2}{3} (V_2 - V_1/3) \left[ \omega_{\gamma} (\omega_\nu^2 + \epsilon^2 + m^2) + \frac{3}{2} \omega_\nu^2 p^2 \right] \right. \\
\times \left. \omega_\nu (U_2 - \frac{2}{3} (3U_1 + (\omega_\nu + \epsilon - k)V_1))^2 \right] \\
\times \left. \frac{3}{2} (V_2 + V_1/3) \left( U_2 - \frac{2}{3} (3U_1 + (\omega_\nu + \epsilon - k)V_1) \right) \right] \times (p^2 + \epsilon \omega_\nu) \omega_\nu \]  \hspace{1cm} (61)

drawn in the Fig. 6 by the long-dashed line and the quantity \( P^B_{\nu}(k_m) \) (53) presented in Fig. 5. The quantity (60) renders the number of photons emitted in one \( \beta \)-decay event with the energies exceeding the given value \( k \). For instance, one can infer from these figures that, in the neutron case, one photon with the energy \( k \geq 0.1 \) MeV is expected to be radiated along \( \approx 10^3 \) \( \beta \)-decay events, and one photon of the energy \( k \geq 10^{-6} \) MeV (optical red photon energy) per \( \approx 50 \) events. We can also expect in neutron decay case that the optical photons yield to be one optical photon per \( \approx 200 \) events. In the \( \Sigma \) case, one can expect one photon with \( k \geq 40 \) MeV, to be emitted per \( \approx 10^3 \) events.

Now, we proceed to expounding the spectrum and yields of the \( \gamma \)-radiation from interior of a baryon which is brought into being by the baryon’s pionic degrees of freedom, see Fig. 3, equations (13), (14), (15).

Indeed, small as the positive quantity \( x \) is (even for the \( \Sigma \) decay \( x = 0.02 \)), the behaviors of (58) and (59) differ crucially at small \( k \). Though the both diverge at \( k \rightarrow 0 \), the first one has the integratable singularity, whereas the second posses the singularity causing the logarithmic divergency by integrating over the \( \gamma \)-energy \( k \).

The yield of \( \gamma \)-radiation can be estimated using the quantity
\[ W^B_\gamma = \int \ge k \frac{dW^B_\gamma}{dk} dk \]  \hspace{1cm} (60)

and by diagrams \( c \) plus \( d \).


\[ W_{\gamma}^{B(c,d)}(k, \varepsilon) d\varepsilon dk = \frac{\alpha G^2 u^2 \left( \frac{1}{|K|^2 - m^2} \right)}{\pi^4 \left( |K|^2 - m^2 \right)^2} \times k \rho \omega^2 (\rho^2 + \omega^2 + k^2) d\varepsilon dk, \]

where \( \omega = \Delta^B - \varepsilon - k \) and

\[
\begin{align*}
V_1 &= \int_0^\infty dkk^6 v^2(k) \frac{y^2 + 4 \gamma \omega + 5 \omega^2}{\omega^5 (y + \omega)^4} \approx 1.96, \\
U_1 &= \int_0^\infty dkk^6 v^2(k) \frac{y^2 + 4 \gamma \omega + 5 \omega^2}{\omega^5 (y + \omega)^4} = 2.07 \Delta^B, \\
V_2 &= \int_0^\infty dkk^4 v^2(k) \frac{3 \omega + y}{\omega^3 (y + \omega)^3} = 1.7, \\
U_2 &= \int_0^\infty dkk^4 v^2(k) \frac{3 \omega + y}{\omega^3 (y + \omega)^3} = 1.83 \Delta^B, \\
\omega &= \sqrt{k^2 + m_{\pi^0}^2}, \quad y(k) = \sqrt{k^2 + M_B - M_B}, \\
\delta E(k) &= \frac{\Delta^B M_f}{\sqrt{M_f^2 + k^2}}.
\end{align*}
\]

In Fig. 7, we present by solid lines the relative differential spectrum of the \( \gamma \)-radiation corresponding to (61) plus (62):

\[
\frac{W_{\gamma}^{B}(k)}{dk} = \frac{1}{\int d\omega W_{\omega}^{B}(\varepsilon, \mathbf{p}, k = \Delta^B - \varepsilon)} \times \Delta^B - k
\int_{m} d\varepsilon [W_{\gamma}^{B(a)}(k, \varepsilon) + W_{\gamma}^{B(c,d)}(k, \varepsilon)].
\]

The yield of the photons with energies exceeding the given value \( k \):

\[
W_{\gamma}^{B}(k) = \int_{m} dq \frac{W_{\gamma}^{B}(q)}{dq},
\]

is depicted in Fig. 7 by the long-dashed lines. This \( \gamma \)-radiation apparently has no singularity at \( k \to 0 \), and the \( \gamma \)-spectrum as a whole shows a quite different behavior with \( k \) increasing as compared with the one set out in Figs. 5, 6. In particular, the photons with the relatively large energies are presented here, in Fig. 7, with much more weight.

Though in the strangeness-conserving baryon \( \beta \)-decay considered here the quantities \( dW_{\gamma}^{B}(k)/dk \), \( W_{\gamma}^{B}(k) \) in Fig. 7 turn out to be small, rather negligible, as compared to those presented in Fig. 6, they are thought, nevertheless, to be of a great conceptual importance in their own right. Having become conscious of the strong dependence of these quantities on the energy \( \Delta^B \) released in the \( \beta \)-decay, one may expect they will grow up substantially and become immediately observable in cases with greater \( \Delta^B \), for instance, in hyperon strangeness-nonconserving \( \beta \)-decay (\( \Delta S \neq 0 \)), such as \( \Sigma^+ \to n + e^+ + \gamma + \nu \). We are on the point of studying in a subsequent work the \( \gamma \)-radiation of the virtual “pion cloud” in such decays, where it may be expected to become comparable to the electron bremsstrahlung.

Certainly, for now, allowing for this intrinsic g-radiation of virtual pions cannot alter the aforesaid results concerning the decay probability and angular correlations.

7. CONCLUDING REMARKS

In conclusion, some remarks are thought to be relevant and instructive. Let us recall the influence of elec-
tromagnetic interactions on $\beta$-decay has been considered in the work presented solely, all the other corrections to the main bulk $\beta$-decay process, described by (2), had been put aside, important as they may be in their own right to disentangle the $g_V$, $g_A$ values from processing the up-to-date experimental data. For instance, accounting for the finiteness of the baryon mass, entailing, in turn, the weak magnetism and baryon recoil [48], is known to be necessary when treating the electron angular distribution in polarized neutron $\beta$-decay to deduce the precise $g_A^n/g_V^n$ value [14, 16–26]. Still more, such corrections are to be important in treating hyperon decay. Thus, according to our lights, we are not about to acquire the $G$, $g_V$, $g_A$ values from processing experimental data immediately, yet we can evaluate the $G$, $g_A$ modifications associated with the modifications $\delta W^n$, $\delta A^n$ calculated above and given in Table.

Let the “uncorrected” $G$, $g_A$ values have been obtained from the experimental data on decay probability $W_{\exp}$ and the asymmetry coefficient $A_{\exp}$ without accounting for $\delta W^n$, $\delta A^n$ from Table. The “corrected” values

$$\hat{G} = G(1 + \delta_G), \quad \hat{g}_A^n = g_A^n(1 + \delta_{g_A}^n) \quad (65)$$

are acquired from the same $W_{\exp}$, $A_{\exp}$, yet the modifications $\delta W^n$, $\delta A^n$ have been allowed for. The general expressions (49), (53), (52) for the quantities $W^n$, $A^n$ being put to use, the equations for the quantities $\hat{g}_A^n$, $\hat{\delta}_G$ in (65) are deduced rather simply. In the neutron decay case, we have got

$$\delta_g^n = -\delta A^n(nA_n - 1)(3A_n^2 + 1)
\quad 3A_n^2 + 2A_n^2 - 1 \quad (66)$$

$$\delta_G = \delta A^n(2A_n^2(nA_n - 1) - \delta W^n)
\quad 3A_n^2 + 2A_n^2 - 1 \quad (67)$$

(It is to recall that according to the notations adapted in (2) $g_V^n = 1$.) If there were no other corrections to $W^n$, $A^n$ addition to ones given in Table, the corrections to $G$, $g_A^n$ according to (66), (67) would be: $\delta_g^n = 0.47\%$, $\delta_G = -4.4\%$.

Let us inquire into how the results gained in the current work affect the values of $G$, $g_A^n$ acquired in some papers (see [14, 21, 22]) from processing the up-to-date experimental data, the values $\delta_A \approx 1\%$ [48] and $\delta A = 5.4\%$ [28–35, 41] having been utilized. This quantity $\delta W$ is due to radiative corrections as our $\delta W^n$ is, yet the $\delta A$ has quite a different nature, as being due to allowing for a finite baryon mass [48]. Thus, consequently, we shall acquire the corrections to the $G$, $g_A^n$ values obtained in [14, 21, 22], if we substitute in equations (66), (67) our $\delta A^n = -1.9\%$, and instead of our value $\delta W^n = 8\%$, the value reduced by the $\delta W$, that is, replacing $\delta W^n \rightarrow (\delta W^n - \delta W) = 2.6\%$. So, we adapt the $G$, $g_A^n$ values of [14, 21, 22], as though they had been obtained from experimental data immediately, without any corrections, and the corrections must be calculated according to equations (65), (66), (67) with these last $\delta A^n$, $\delta W^n$ values. Then equations (65), (66), (67) give $\hat{\delta}_g^n = 0.47\%$, $\hat{\delta}_G = -1.7\%$, and, subsequently, the $G = 1.1511(28) \times 10^{-5}$ GeV$^{-2}$, $g_A^n = 1.266 \pm 0.004$ asserted, for instance, in [21] are replaced by $\hat{G} = 1.1318(28) \times 10^{-5}$ GeV$^{-2}$, $\hat{g}_A^n = 1.272 \pm 0.004$. Let us remark that the last $\hat{G}$ value appears to be very close to one gained in [39, 40] (see also [37]) from the nuclear super-allowed $(0^+ \rightarrow 0^+)$ Fermi transitions, namely $G^{\mu0} = G_{\nu1}|V_{\mu1}| = 1.1365(11) \times 10^{-5}$ GeV$^{-2}$, the deviation being only $\approx 0.4\%$.

In the case of $\Sigma$-decay, as $g_V^\Sigma = 0$ (see (2)), the relation $A_{\exp} = -2\beta(1 + \delta A^\Sigma)$ holds, and we can consider the modification of the product $(Gg_A^\Sigma)$ only. The equation for $\hat{\delta}_g^\Sigma$, $\hat{\delta}_G$ gives

$$\hat{\delta}_g^\Sigma = -\delta W^\Sigma - \hat{\delta}_G, \quad (68)$$

where $\delta W^\Sigma$, $\delta A^\Sigma$ are given in Table. Certainly, to handle hyperon decay, one ought to allow for the finiteness of the baryon mass, likewise it has been done in [48] for the neutron case, and also account for the form-factors $g_V(q^2)$, $g_A(q^2)$, $g_W(q^2)$, $g_{WM}(q^2)$, as the momentum transfer $q$ is appreciable in this case, the plausible approach from [38] being relevant here. In spite of the lack of experimental data on the strangeness-conserving $\Sigma$-hyperon decays, we hope our results are thought to be instructive, the investigation of $\Sigma$ decay with $\Delta S \neq 0$ being bound to be studied in another work.

In so far as the restrictions on the permissible $G$, $g_A^n$ values go, the up-to-date situation is thought to be not perfectly visualized. Indeed, if we had taken for granted that acquiring the quantity $G^{\mu0} = G_{\nu1}|V_{\mu1}|$ from the super-allowed $(0^+ \rightarrow 0^+)$ nuclear Fermi transitions had been reliable to an accuracy better than $1\%$ [40], the $G$ value would have proved to be fixed with the same precision. However, this is hardly the case in actual fact. Nowadays, such a high precision in the theoretical treatment of the $\beta$-decay of complex nuclei (even of the simplest aforesaid transitions) is known to be rather as good as impossible because one ought to deal thereby with the finite many-strong-interacting-fermion system in all of its complexity. For instance, among others, the following phenomena have to be strictly allowed for, to an accuracy as good as $\approx 1\%$: electron and photon rescattering with exciting intermediate (virtual) nuclei complex states [4]; a knowledge of the precise values of nuclear (many-body) various form-factors (elec-
trons, photons, weak) with properly accounting for nuclear collective states; admixture of the axial-vector interaction to the vector interaction via the re-scattering processes; a thorough description of the nuclear charge density and its alternation in \( \beta \)-decaying, and so on.

For that matter, to acquire the \( G, g_v \) values from neutron \( \beta \)-decay data processing solely, without plunging into the nuclear many-body problem, is thought to be preferable, as was argued a little while ago in [14, 17, 21], and we are there. Of course, beside \( \delta A^0 \), the radiative corrections to the correlations between \( \xi \) and \( \psi(\delta B) \), \( \phi(\delta A) \) are very desirable, and we are about to study these in a next work. Certainly, the identity \( |V_{ud}|^2 + |V_{ub}|^2 + |V_{cd}|^2 = 1 \) inferred according to unitarity of the Kobayashi–Maskawa matrix [11] must hold true any way, yet its alignment and confirmation is beyond our objective here, so far as we restricted ourselves in this work from the very first by treating strangeness-conserving decay solely. To inquire into the aforesaid identity, we ought to have launched into investigations of the processes involving high generations of quarks.
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1. The mechanisms of nuclear fragmentation in hadron–nucleus and nucleus–nucleus collisions can be studied by measuring the yields of various multinucleon fragments emitted in these interactions. Our earlier studies demonstrated that, in collisions with a proton target, a relativistic oxygen nucleus disintegrates predominantly into alpha particles. We also found that, in those cases where all constituent nucleons were distributed among two or more multiply charged fragments, the oxygen nucleus broke up either to four α particles or to 12C and 4He [1–3].

In principle, a nucleus of oxygen may disintegrate into unstable nuclei 3He, 5Li, 8Be, and 9B in their ground or excited states. Although the binding energies of these nuclei exceed 5 MeV per nucleon, they allow 8Be decay into two alpha particles, 5He and 5Li decay into an alpha particle and a nucleon, and 9Be decay into two alpha particles and a nucleon.

This article reports our new results on the breakup of 16O into multiply charged fragments and, in particular, on the yield of the short-lived nucleus 3Li in oxygen–proton collisions at an incident momentum of 3.25 GeV/c per projectile nucleon. The data subjected to the present analysis were collected by using the 1-m hydrogen bubble chamber installed at the Joint Institute for Nuclear Research (JINR, Dubna). The procedures for data treatment, event reconstruction, and fragment-mass separation were described in [1–3]. In all, over 11 000 events of 16Op collisions were fully measured and reconstructed.

2. Listed in the table are the measured cross sections for those channels of 16O fragmentation where all constituent nucleons are carried away by the multinucleon fragments formed. Of all events in this category, more than 80% feature only the even–even nuclei 4He and 12C among the fragments. A few detected candidates for the final states 13C4He, 12C3H2H, and 13CHe3H (one per channel)—these are not listed in the table—yield an upper limit of 80 µb on the total cross section for these channels of 16O fragmentation.

The breakup of a 16O nucleus into multinucleon fragments may proceed via a collective excitation resulting from the diffractive elastic scattering of this nucleus on a proton [4]. In principle, multinucleon fragments may also be formed through the coalescence of cascade nucleons or through a pickup reaction. In this case, the excited residual nucleus characterized by A ≤ 14 may either break up into lighter multinucleon fragments or remain intact, as is exemplified by the final state 14N2H.

In the 4He12C fragmentation channel, which has the largest cross section, the azimuthal angle of the alpha particle proves to be correlated with that of the recoil proton: these particles are preferentially emitted in opposite directions. This suggests that the fragments in question are formed through the quasielastic knockout of an alpha cluster from the 16O projectile.

3. The fragmentation of a 16O nucleus into an unstable nucleon 3Li was sought by trying to detect the decay 3Li → α + p. (This is the only allowed decay channel for the ground [(3/2)−, 1/2] state and for the first excited [(1/2)+, 1/2] state of the 3Li nucleus with an excitation energy between 5 and 10 MeV, as well as a dominant channel for higher excitations [5].)

Since projectile fragments are largely emitted with small transverse momenta and, hence, at small emission angles in the laboratory frame (on the order of a few degrees), no event-by-event reconstruction of the decays 3Li → α + p is possible under the conditions of our experiment. For this reason, the yield of 3Li nuclei was studied by comparing the distribution of the angle between the alpha-particle and proton momenta.

<table>
<thead>
<tr>
<th>Breakup channel</th>
<th>Cross section, mb</th>
</tr>
</thead>
<tbody>
<tr>
<td>13C4He</td>
<td>6.61 ± 0.66</td>
</tr>
<tr>
<td>4He4He4He4He</td>
<td>2.10 ± 0.38</td>
</tr>
<tr>
<td>14N2H</td>
<td>1.47 ± 0.29</td>
</tr>
<tr>
<td>6LiHe3He2H</td>
<td>0.27 ± 0.12</td>
</tr>
<tr>
<td>10BHe2H</td>
<td>0.16 ± 0.10</td>
</tr>
</tbody>
</table>
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FRAGMENTATION OF RELATIVISTIC OXYGEN NUCLEI

The background distribution was constructed by pairing at random an alpha particle and a proton from different events. It should be noted that azimuthal correlations of a kinematical origin may result from the breakup of an excited residual nucleus. In order to take them into account, the transverse momenta of the alpha particle and the proton were determined preliminarily with respect to the total transverse momentum of all fragments detected in each event.

The results obtained in this way are illustrated in the figure. The background distribution (solid curve) was normalized to the number of events for \( \theta_{\alpha p} > 2^\circ \). It can be seen that the background distribution closely reproduces live events (points with error bars) at large angles, but that a significant excess over the background distribution is observed at small angles, where \( \theta_{\alpha p} \) correlations are expected in the case of \(^5\)Li production in the ground state. The excess as a function of \( \theta_{\alpha p} \) agrees well (\( \langle \chi^2 \rangle < 0.5 \)) with the distribution calculated for the breakup of the ground-state \(^5\)Li nucleus with allowance for the resonance width of \( \Gamma = 1.5 \text{ MeV} \). The sum of the background \( \theta_{\alpha p} \) distribution and the computed spectrum is represented by the dashed curve.

The cross section for \(^5\)Li formation proved to be \( \sigma(5\text{Li}) = 8.4 \pm 0.5 \text{ mb} \), which does not differ significantly from the excitation-function values obtained in \([1]\) for stable isotopes of lithium:

\[
\sigma(6\text{Li}) = 12.0 \pm 1.1 \text{ mb} \quad \text{and} \quad \sigma(7\text{Li}) = 9.6 \pm 1.0 \text{ mb}.
\]

An alternative approach to detecting the decay \(^5\)Li \( \rightarrow \alpha + p \) is to analyze the distribution of \( Q_{\alpha p} = M_{\alpha p} - M_{\alpha} - M_p \), where \( M_{\alpha p} \) is the effective mass of the \( \alpha p \) system, while \( M_{\alpha} \) and \( M_p \) are, respectively, the alpha-particle and the proton mass. The \( Q_{\alpha p} \) spectrum is indeed enhanced with respect to the background distribution in the region \( Q_{\alpha p} \leq 4 \text{ MeV} \). The mean value of \( Q_{\alpha p} \) for the background-subtracted enhancement is estimated at \( 2.14 \pm 0.17 \text{ MeV} \), which is consistent with the amount of energy released in the \( \alpha p \) decay of the ground-state \(^5\)Li nucleus. The cross section for \(^5\)Li formation as derived from the magnitude of the \( Q_{\alpha p} \) enhancement, \( \sigma(5\text{Li}) = 8.3 \pm 0.6 \text{ mb} \), compares well with the above estimate based on the \( \theta_{\alpha p} \) distribution. That \( \sigma(5\text{Li}) \) proves to be relatively large suggests that, in \(^16\text{O}p\) collisions, the unstable nucleus \(^5\)Li is largely formed from the \( \alpha \) clusters of the projectile nucleus [2, 3].
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